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A new method for calculating the spectral radiation powers of subwavelength particles is
proposed, in which calculations are performed using the dependence of the quality factor
of electric small radio antennas (ESA) on their relative (relative to the wavelength of the
emitted wave) dimensions. A formula is obtained for calculating the spectral radiation
density of black (gray) bodies and subwavelength particles, as well as a ratio for
calculating the power emitted in one spatially-spectral mode of black (gray) bodies and
subwavelength particles. New versions of the Planck and Stefan—Boltzmann spectral
dependences are presented.
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Introduction

It is known [1-8] that the Planck’s law
and Stefan-Boltzmann law, which describe
the body heat well, cannot be applied in cases
when the body size becomes smaller than
kmaxl. Such bodies (hereinafter referred to as
the subwavelength particles — SP) cannot be
considered black or gray radiators. Their
radiating capacity and spectral composition of
radiation depend not only on the material of
the bodies but on their size and shape. There
are several known methods for calculating

" Amx — wavelengths corresponding to the
maximum radiation intensity of the black (gray) body
heated to the T temperature.

thermal radiation of SP [1-8]. However,
despite the existence of various methods of
particles radiation calculation, it cannot be
assumed that this problem has been
sufficiently solved. In this regard, the
problem of developing new methods of
particles radiation calculation remains
relevant. Similar problems arise in the
radiofrequency  range [9-16] when
considering the nature and mathematical
formulation of radiation processes of objects
with sizes smaller than the radiated (received)
wavelength. Developers of transmit-receive
modules for mobile communications, Navstar
receivers and other microelectronic devices
aim to reduce their sizes not only in absolute
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expression but in relation to wavelengths they
radiate or receive. Therefore, the issue of
reducing the size of objects relative to the
radiated or received wavelengths is of great
scientific and practical importance.

Calculation methodology justification

In the sphere of radio engineering,
attempts to solve this problem were made
back in the 40s of the last century. In 1947
and 1959, H. A. Wheeler published articles
[9, 10] in which he defined Electric Small
Antenna, ESA. ESA are antennas for which
the following ratio is valid:

Kxa<l (1)

where 2n/A is a magnitude of propagation
vector, o — radius of Antenna Sphere,
covering the maximum size of the dipolar
antenna (or radius of the corresponding
hemisphere in the monopole case). In this
case, the following ratio is true for ESA
(D=2a):

(xD)/\ < 1. )

In [10], the concept of the Radian
Sphere, RS, was introduced which is widely
used in antenna theory. The surface of this
sphere is often interpreted as the reference
boundary between near-fields and far-fields
created by radiating ESA4. Fig. 1 schematically
shows a dipolar ES4 [10, 11] enclosed in
imaginary RS with a diameter of D,=A/m,
inside which there is an imaginary 4S with a
diameter of D =2a, covering the maximum
size of the actual dipolar antenna. RS surface
is the boundary of the near-filed created by
ESA. The volume between the spheres
contains vibrational energy of electrical and
(or) magnetic fields actuated by ESA4, i.e.
reactive energy that does not propagate into
the far-field. Non-propagating fields® are

? In optics, EM waves of thermal-radiation that
do not propagate to the far-field are called evanescent
waves.

waves in which one component of the wave-
number vector is imaginary. There are no
such near-filed components in the far-field
zone. At the same time, the TEM waves
(transverse electromagnetic) actuated in the
volume between spheres propagate freely in
the far-field beyond the RS and form an
electromagnetic flux radiated by the antenna.

Radian Sphere

(rassshnies., .

3 ye .
* Non-radiating *

E
Antenna Sphere 0 9

........

Fig. 1. Dipolar ESA enclosed into imaginary
radian sphere

Therefore, we can consider that A4S itself
does not radiate EM energy to the far-filed
(free space). The antenna is needed to create
electrical and magnetic fields in its close
proximity. And these fields serve as radiation
sources, they generate TEM electromagnetic
waves which then propagate in the
environment. Indeed, high-frequency
potentials of the opposite polarity created by
ESA in the dipole arms lead to alternating
electric and magnetic fields being actuated in
the environment surrounding the dipole. Their
intensity (strength) decreases rapidly as the
distance from AS boundaries and beyond RS®
of these fields, these fields no longer exist.
The space around A4S limited by RS is called

’ Developing these considerations, we can
imagine RS as matching device between the
oscillating source and the environment. Its input
resistance is equal to antenna equal resistance at the
power supply point from oscillating source, and the
output resistance is equal to wave impedance of the
medium (for vacuum it is 377 Ohm). For electrical
dipoles of very small sizes (for example, atoms), the
output resistance can be greater than the vacuum wave
impedance by many orders of magnitude [17]. As the
result, quantum energy at the excited level is radiated
“slowly”, i.e. in many oscillation periods.
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“near-filed”. The oscillations of electrical and
magnetic fields of the near-filed are shifted in
phase relative to each other by an angle close
to 90°. Thus, for the source powering the
antenna, the near-field is a predominantly a
reactive load equivalent by its properties to
high-quality LC oscillating circuit. We shall
note once again that near-fields created by the
ESA radiate into free space. With the help of
an antenna, oscillating source pumps energy
into the near-field, replenishing its losses,
including radiation losses. The near-filed
fields are limited by RS. Size of this sphere is
an effective size of the radiating virtual
antenna. Let us call such a radiator a Radian
Emitter, RE and modes radiated by it —
Radian Modes, RM.

Radio and optical radiation propagating
in free space are TEM waves that differ only
in frequency ranges. Considering the above, it
can be assumed that for all RE, radiating
antennas are not the objects themselves but
energy created by them and magnetic fields
inside RS. Dimensions of RS equal to
Dr=A/m, are always larger than geometrical
dimensions of RE and do not depend in any
way on physical dimensions of RE and are
determined only by the length of the studied
wave.

For example, for hydrogen atom, with a
diameter of D, = 1.58x10"" m, radiating one
RM on the wavelength of 0.6562x10°m
(transition 3-2 of the Balmer series), the size
of the virtual radiating antenna, (i.e. RS size)
Dr=Mn=2.089x107 m, and the ratio
Dyp/D, = 1.974x10°. Thus, the effective size of
the radiating antenna of a hydrogen atom is
almost 2000 times larger than the atom itself
and 1is commensurate with the radiated
wavelength. Then it becomes clear why even
an object as small as atom (compared to
wavelength) can radiate 7TEM waves to free
space.

It follows from (7) (see below) that for
all RE (regardless of their size) M,z — is a
number of spatiospectral RM radiated by RS
in the spatial angle 4 with a wavelength of A
1s always equal to one (3).

3)

Next, let us consider (using the example
of ESA) the factors determining the
dependence of RM energy on the ratio of
wavelength to RE size. In 1948 Chu L. J.
formulated the fundamentals of Q-factor of
merit limits for ESA with linear and circular
polarization fitted in A4S [12]. The Q-factor
was characterized by the ratio of the
electromagnetic energy W, accumulated
inside RS, surrounding ESA4, multiplied by o,
to the power P,,4, radiated beyond it into the
far-field.

Q = ('OXW/Prad) (4)

where W is non-radiated energy accumulated
by either electric or magnetic field
(depending on the dipole type), ® means
cyclic  frequency of  electromagnetic
oscillations. Chu L. J. obtained approximate
expressions for ESA Q-factor in case of
vertical linear and circular interpolation at
Kxa — 0. Further, R. F.Harrington [13]
specified the theory of Chu L. J. in terms of
antenna size influence on the Q value. In the
further years, the theory and technique of £S4
radio antennas were actively developed:

R.E.Collin and  S.Rothschild [14],
R. C.Hansen [15], McLeanl].S. [16]
proposed different updated variants of
mathematical expressions describing the

dependence of the Q-factor (Kxa) of ESA
radio antennas on their relative (compared to
the radiated wavelength) dimensions. All
these dependencies almost coincide at
Kxo <0.3.

Development of the mathematical model
for calculating power and spectral
radiation density of black (gray) bodies
and subwave particles

It was noted above that optical, infrared
and radio radiations propagating in free space
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are TEM waves that differ only in frequency
ranges so the nature of the fundamental
limitations showing the increase in proportion
of energy not radiated to far field (relative to
the radiated energy) with a decrease of
relative dimensions of radiators is the same
for both ESA radio antennas and for SP and
RE.

Based on these considerations, in [18]
we suggested using the following expressions
to develop the new calculation methodology
of thermal radiation of SP for Q describing
dependence of the ESA radio antennas Q-
factor on their relative geometrical
dimensions [13]:

1 1 1 1
= +—t + 5
Q 2K*a®  Ka \/4K60L6 K*o? )
1 1
=4+ — 6
Q Kd’ Ko (©)

Results of Q calculations according to
expression (5) differ little from calculation
results according to the simplified expression
which is often cited in many works (for
example, [11, 14]). Therefore, in the future
we will use expression (6).

It 1s worth noting that £S4 antennas do
not fully ensure reciprocity between radiation
and reception modes. Results obtained for
ESA transmitting antennas cannot be fully
extended to similar ESA receiving antenna,
since the assumption on sphericity’ of the
radiated waves is not fair for received waves
as the front of electromagnetic waves
received from the far field region is
practically flat. This does not allow to strictly
use the reciprocity theorem between radiation
and reception modes. Therefore, the

dependencies Q(K,a), derived to describe

* In spheric waves radiated by ESA,

electromagnetic is mainly focused near the radiator’s
surface in near-fields (reactive fields), which make a
small contribution to the far fields which respectively
leads to a decrease in radiation factor.

the radiation processes of £S4 radio antennas,
we will further use to build a mathematical
model describing only the radiation of SP
and RE. The processes of thermal-radiation
absorption of SP will be calculated using
modal theory [5-7, 19]. Based on the idea
that thermal radiation propagating in free
space in the spatial angle Q in the form of a
polychromatic beam with cross-section S, at
its base can be represented by a set of
monochromic rays (spatiospectral modes)
[18], the number of which M, for any
wavelength A of this beam is equal to [6, 20,
21]

M, = S, x QN (7)

where M, is a number of spatiospectral
modes” of this beam with a wavelength A.

We will call these modes (unlike RM)
normal modes (NM). Let us note that the
energy of each NM is defined only by particle
temperature and length of the radiated wave
while the energy of each RM is defined not
only by the temperature and length of the
radiated wave but particle size. Subwave
particle with D diameter at any A <2.221xD
radiates into free space (in the spatial angle
Q =2n) M, spatiospectral mode, energy of
which is determined only by particle
temperature 7 and length of the radiated wave
and does not depend on particle size [6, 20,
21]. At A =2.221xD only one mode (M, =1)

with wavelength A and energy W,,, (v,T) will

radiate to the far-field. Let us denote this
wave  as  Agup= 2.221xD. At A > Rowopr
(according to (7)), the number of freely
radiated modes becomes less than one M; <1
and, consequently, SP should not radiate to
the far-field modes with wavelengths
exceeding Aeyzof -

> A spatiospectral mode (oscillation type) is
understood as TEM wave with specified frequency v,
wave-number vector K and polarization p. where p. is
a single polarization vector; e is an index that takes
only two values: e =1, 2 [20, 21].
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However, in reality (as will be shown
below) SP, in which M, <1, still radiate to
the far field at each wavelength A > A, but
only one spatiospectral mode. Above we
designated these modes as M;x and called
them Radian Modes. RM are unusual modes,
their energy depends on the ratio of the
wavelength to the geometrical size of the
radiation source and decreases very rapidly
(see fig. 5) as the size of SP decreases relative
to the length of radiated waves. Except for
SP, for which the inequation M, <1 is only
partially fulfilled (only for modes with
wavelengths exceeding Acuop), 1t 1s always
fulfilled for such objects as atoms, molecules,
clusters and quantum dots. In the radio-
frequency range, objects in which the
inequation M, <1 is also always fulfilled, are
represented by electric small antennas — ESA.
All  these objects radiate transverse
electromagnetic waves that differ only in
frequency to the far-field. According to the
mechanism of radiation to the far-field, that
can be classified as dipolar electrically small
antenna.

Subwave  particles absorbing or
radiating thermal energy can also be
considered as dipolar antennas. Indeed, SP
which absorb the energy of electromagnetic
waves can also be represented as dipole, the
dimensions of which are smaller than the
absorbed wavelengths.

Under the influence of electric and

magnetic fields of incident radiation,
oscillations of conductive and (or) bias
currents occur in SP. As a first

approximation, these oscillations are similar
to the natural oscillations of an electrical
dipole [17]. For waves with A> X,
subwave particle (with M; <1) can be
considered as ESA. SP together with normal
modes (NM), the energy of which is
determined only by temperature and length of
the radiated wave and does not depend on
particle size, can radiate (at A >A.,; and
RM.

In atoms and molecules, electrons make
periodic movements around a positively
charged nucleus which in the plane of an
electronic orbit corresponds to periodic
current (charge) oscillations in the dipolar
ESA antenna. Since inequation A >> A4 18
always fulfilled for wavelengths radiated by
atoms, molecules, clusters, quantum dots and
ESA, these objects can radiate only RM.
Therefore, we will refer the above mentioned
objects to RE.

Let us calculate the radiated power for
graphite ball the temperature of which is
equal to 7 depending on the frequencies of
radiated waves and diameter. Here are the
basic relations used in further calculation, in
which we use the following designations
(dimensions in SI): A, k, ¢ — respectively,
Planck's constant, Boltzmann's constant and
speed of light, D — ball diameter, S, — area of
ball cross-section, S, = nD2/4, Q) — spatial
angle in which hemisphere of the ball surface

radiates (absorbs), ® — factor of material
radiation from which the ball is made. Let us
designate W,, (v,T) of one spatiospectral

mode NM with frequency v, radiated by black
body with temperature 7'[20, 21]:

hv
ex h—v -1
Plkr

(v,T,D) — is the sum of energy

W (VaT) = (8)

If v,
radiated into free space and non-radiated
energy accumulated in RS°, at a frequency v
for a time equal to 1/2mv, its value can be
calculated by multiplying the number of
modes M(v, D), radiated by SP hemisphere in
the spatial angle Q =27 (in the form of beam
with cross-section area S.,), by the energy of
each mode W,,, (v,T). This product must be

multiplied by 4 to consider radiation by two

6

Non-radiated energy forms RS and

accumulates in it at frequencies v < 8/Acup
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hemispheres of the ball surface and two
possible polarizations of radiated modes:

VY, (v.T,D)y=4cW,, (v.,T)xM(v,D),

2
where M (v,D)= @ 9)
C

It 1s worth noting that ¥ _, (v,7,D) can

also be calculated using Planck’s formula
according to the following expression:

abc

\Pabc(V’T’D):SinszpPlank (V’T)’ (10)

2nhv?

5 hv
A
c exp(ij

Formulas (8) and (9) are only true for
frequencies v > ¢/Aq0 , at which the lengths
of radiated waves will be less than or equal to
Ao Modes with these frequencies (we
designated them as NM) are freely radiated to
the far-filed, as in these cases M; >1 and
output resistance of the radiator is equal to
wave 1mpedance of the medium. For
frequencies v <s/A.r M; <1 and virtual
radiating antenna becomes not the particle
surface but electric and magnetic fields inside
RS. In these cases the particles radiate only
RM modes.

Let us assume that

here P, (v.T)=

(1)

szc (V’T’D) :O)X‘Pabc(v’T’D) - 12
=2nvx¥, (v,T,D) (12)
where P, (v,T,D) is the sum of the power

radiated by the particle into free space and
non-radiated reactive power of electrical and
(or) magnetic oscillations at the v frequency
inside RS. Let us designate ¥ ,(v,7,D) non-
radiated into free space energy (reactive
energy) of electrical and (or) magnetic
oscillations at the v frequency accumulated
for 1/2mv time inside RS and P, (v,T,D) non-

radiated into free space power (reactive
power) of electrical and (or) magnetic
oscillations at the v frequency inside RS, then

By (v.T,D)=0x¥,(v,T,D) = 3
=2nvx¥,(v,T,D) (13)

If P

rad

(v,T,D) is power radiated by the
particle into free space at frequency v, the
expression for Q(v,D) will be written down
according to (4) and (6) as follows:

_ox¥,(v.T.D) _
P, (v,T,D)

0,(v,D)

3
C C

= 4+
© DV mDv

(14)

We will assume that

P, (v.T,D)=F,(v.T,D)+P,,(v.T,D), (15)

P, (v.T,D)
then P, (v,T,D)=—2~""—~ 1
en P, (v,T,D) 0.(v.0)+1 (16)
and, accordingly,
P (v.T,D)=0,(v,D)xP,, (v.T.D) (17)

For comparison, let us present the
following expression for the calculation of
spectral powers using Planck’s formula:

B,y (V.T,D)=21ve, D’ Py, (v.T),  (18)
P (V T D)_M (19)
Prad st - Ql (V,D)-l—l ’

where P,, (v,T,D) is the sum of power

radiated by the particle into free space and
non-radiated power (reactive power) of
electrical and (or) magnetic oscillations at the
v frequency inside the radian sphere,
calculated using Planck’s formula and
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P (v.,T,D) — power radiated by the

particle into free space at the v frequency
calculated using Planck’s formula. Let us note
that the above expressions are only fair for
single-frequency operation both for £SA4 radio
antennas and SP.

Discussion of the calculation results

Fig.3 shows the dependences of
radiated and non-radiated power from v
frequency calculated for graphite ball with a
diameter of 3x10°® m heated up to
temperature 7= 1273 K.

W 4
P, (v, T, D) 10
10°¢
P (v, T, D)
10°®
I)rud V> Ts D) l
- e e 10710 >
.f’
PPrad (V’ Ta D) 10712 "
& " & @ ’
Pouse (V» T, D) o™ ‘.o,
107

1012

Fig. 2. Dependencies P,

abc

10"

(v.T,D), B, (v.T.D), P

1014
v, Hz

(v.T,D) on frequencies v are

rad

calculated using the representation of the radiated energy flow by a set of spatiospectral
modes. The dependencies P, (v,T,D), P, (v.T,D), are calculated (for comparison)

using Planck’s formula. All dependencies are calculated at D =3x10° m, &= 0.7 and
T=1273 K

Calculation results show that
P, (v,T,D) is a dependence based on the
representation of heat flow as in the form of
set of powers of monochromic rays (spatial
modes), completely coincides with the
P,,.v,T,D) — dependence based on the

Planck’s formula’. At the same time for
v>1x10"Hz (e at v > /Meutofy)
dependencies P, (v,T,D) and B, ,.(v,T,D)
practically coincide with the dependence of
the radiated power P, (v,T,D). At

v <5x10"° Hz (i.e at v <s/Aouop) Boy(v,T,D)

7 This shows full identity of the formula
obtained by us (using the representation of the
radiated energy flow with a set of spatiospectral
modes) Y, (v,T,D)=4eW,(v,T)xM(v,D) with the
Planck’s formula Thus ¥ (v,7,D) this is another
variant of writing Planck’s spectral dependence.

abc

1s a power radiated into free space becomes
less than P,(v,7,D) — non-radiated power

and decreases faster with the decrease of v,
than shown by the dependencies P, .(v,T,D)
and F,,.(v,T,D). This proves that at M <1
the Planck’s formula is not suitable for
calculation of spectral powers of the radiation
of objects which we called RE above.
Expression B, ,(v,T,D) 1s fully
P,v.T,D),
obtained using the representation of the
radiated energy flow with a set of
spatiospectral modes. Thus, for the
calculation of spectral powers of radiation of
SP of any size and at any temperatures we can
use any of these dependences: P, ,(v,T,D)

or P ,(v,T,D). The curve P, (v,T,D) shows

that the decrease v (i.e the decrease of particle

identical to the expression
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size according to A) leads to the decrease
(compared to P, (v,T,D) calculated using

the Planck’s formula) of radiation powers at
wavelengths and, consequently, to the
increase of relative share of short waves.
Thus, the color of the radiating particle
becomes “bluer” than it follows from the
Planck’s formula.

The identity of expressions (16) and
(19) was shown above (see fig.2) and
consequently, the suitability of expression
(19) for the calculation of radiation powers
not only for “large” bodies but subwave
particles. Formula (19) can be represented as
follows: P, .., T,D)=2gmvS xy(v,T,D)
(20), where S, =nD? is the surface area of
spherical particle

3 -1
c c
v, ,D)=|1+——+ X
X( ) { nvD (TWDJ:|
(27thv3 1

X
c? ] (hvj
exp| — |—1

kT

Here x(A,7,D) — radiating capacity of

the particle at frequency v (i.e spectral density
of the radiation power per area unit).
Expression (21) is a modification of the
Planck’s formula for calculating radiating
capacities not only for large bodies but for
SP.

Thus, we obtained a universal formula
which is suitable for calculating radiating
capacities both for large bodies and SP.
In wavelengths, this formula is expressed as
follows

-1
A (Y

AMT,D)=|1+—+| —

X(= ’ ) |:+TCD+[TCD):| *

21thc? 1 (22)
X X
( 2 ] o (fwj_l
Plour
or
p (DY
AMT.D)=|1+=2c+| =
x(A,T,D) {+D+(Dj:l X
27thc? 1 (23)
X X
[ 2 j o (hcj_l
Plokr

Fig.—3 shows dependence of spectral
radiating capacities (spectral densities of
radiation flows) of spherical particles from A:

- P.(AT) — spectral radiating

capacity of the “large” body calculated
according to the classical Planck’s formula;

- x(\T,D) —  spectral radiating
capacities of SP calculated according to
formula (22), i.e modified Planck’s formula
for different D values.

It can be seen that the dependencies
P,..AT) and yx,(A,T,D) almost coincide at

all A <3x10™ m. Consequently, particles with
a diameter D > 2x10™ m in the entire spectral
range under consideration radiate only NM
(as “large” body). At the particle size
decreases, transition from NM to RM
radiation is carried out. For example, for
dependence y,(A,T,D,) — at A > 4.2x10° m;

for dependence (A, T,D,) —at > 4.2x10° m;
for dependence x,(A,T,D;) —at AL > 4,2><10'7 m.

Particles with D<10*m (at T=1273 K)
radiate only RM and, consequently, as atoms,
molecules, clusters and quantum dots are
radian radiators.
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PPlank (7\” T) 109 l p—
%1 (7\” T, Dl) 106 [
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1077 10°°

10° 10 107
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Fig. 3. Dependence of spectral radiating capacities of “large body” and SP on v.
The calculations were carried out with the following parameter values: T=1273 K
and D; = 2x107 m; D,=2x10° m; D;=2x10" m; D,=2x107 m; Ds=2x10" m

The above dependencies show the limits
of the Planck’s formula applicability.
At T=1273 K, the Planck’s formula is only
suitable for calculating radiation of particles
with D>2x10*m. At the same time, the
modified formula (21) or (22) obtained as a
result of this work is suitable for calculating
radiation of both “large bodies” and subwave
particles. The above dependencies y(v,T,D)

W-m>Hz'

show that errors when using the Planck’s
formula for calculating spectral radiating
capacities of SP can reach (in the considered
example) several orders of magnitude.

Fig. 4 shows y(A,T,D) — dependencies

of spectral radiating capacities of physical
particles on their diameters, calculated at

different A values.

10"
XI(KI’T’D) /,-"" -...lltri'l- il

107 _.,.'l""""
Xz(xstaD) //‘ ]
10* IRELL
X3(7V3’TaD) " =
‘r"#
X4(7‘4>T’D) 10.-"" -

108

10°® 1077

10°° 107 10
D, m

Fig. 4. y(\.T,D) — dependencies of spectral radiating capacities of physical particles

on their diameters, calculated at T = 1273 K and the following A values:
A1=2,28x10° m; A,=8x10" m; A;=2x107 m; A4=6x10"m; As=2x10" m
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At wavelength A, all particles with
D < 1x10” m radiate only RM, and particles
with D > 1x10” m radiate NM (their spectral
radiating capacity does not depend on D).

At wavelength A, particles with
D < 3.5x10” m radiate only RM, and particles
with D >3.5x10° m radiate NM (their
spectral radiating capacity does not depend
on D).

At wavelength A; all particles with
D < 8x10” m radiate only RM, and particles
with D > 8x10” m radiate NM (their spectral
radiating capacity does not depend on D).

At wavelengths A4 and As particles with
D < 4x10™* m radiate only RM.

The above dependencies show the
change of radiation modes composition
depending on the particles size and frequency
(length) of the radiated wave. For example,
particles with D = 1x10™* m radiate NM on
wavelengths A, A,, A; and at the same time
radiate RM on wavelengths A4, As.

Using expression (8) and (16) we can
obtain P, (D,v,T) — single formula suitable
for power calculation both for NM and RM:

P, (v.T.D)=
O (23)
=2nvx(Q, (v, D)+1) xWy, (v.T)

In wavelengths formula (23) shall be
written as follows:

v Y
PM(X,T,D):(TC—D‘FW‘FIJ X
2nhc® 24
X
hc
A —)-1
(eXp(MT) j

Fig. 5 shows dependence of power
radiated by black (g;,=1) ball in one
spatiospectral mode on its diameter.

It can be seen that at D > 8x10™ m, the
mode power does not depend on D and,
consequently, at D >8x10°m, particles

radiate only NM. At D < 8x10” m, the power
decreases as D decreases and, consequently,
at D<8x10”m, particles radiate only RM.
Thus, using formula (24), we can calculate
power radiated in one spatiospectral mode not
only of “large” bodies but subwave particles
also.

W
107

10»28 //’“
10% /
P, (1T, D) /
BT
10!
107 /
107 107 10° 10° 10* 107
D, m

Fig. 5. Power dependence P, (), T,D) radiated by

black (g = 1) ball in one spatiospectral mode on its
diameter. The calculation was conducted using
formula (24) at T=1273 K and A = 3.5x10°%m

Main results

A new method for calculating spectral
powers and spectral radiant emissivity of SP,
based on the ideas described above on the
radiation mechanism of subwave particles,
was suggested, where calculations are
performed using the dependence of the
Q-factor of small electric radio antennas
(ESA) on their relative (relative to the length
of the radiated wave) dimensions. We
obtained a formula for calculating spectral
radiation density of black (gray) bodies and
subwave particles. (The suggested formula is
a modification of the Planck’s formula for
calculating radiating capacities not only for
“large” bodies but for SP.) We deprived a
ratio for calculating power radiated in one
spatiospectral mode not only of “large”
bodies but subwave particles. Introduced
concepts: Normal mode (NM), radian mode
(RM) and radian emitter (RE). New version
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of representation of spectral dependencies of

Planck and Stefan-Boltzmann were
introduced.
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The article presents development and technical implementation results of express
control method of the optical elements integral transmittance using a sample-satellite
using FPA. Transmittance measurement is based on the differential radiation flux
measurement. Small modifications of the method allow it to be used to measure the
optic material integral internal transmittance (or absorption) and measurement the lens

integral transmittance coefficient.
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matrix photodetector; differential radiation flux.
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Introduction

During the organization and mass-
production of optical components it 1is
necessary to control a number of parameters,
among which one of the most important is
transmission coefficient. The most popular
control method is currently spectrum analysis
method [1], which measures the dependence
of the transmission coefficient on the
wavelength and its further integration in a
given wavelength. This method is popular and
has proven itself but requires and expensive
spectrophotometer ~ for  implementation.
Disadvantages of this method include that in
order to fully analyze the operation of the
measured optical components as part of the
optical-electronic device (OED) you have to
consider spectral characteristics of the
background target environment in which the
OED operates and spectral sensitivity of the
OED detector.

Due to the need to measure optical
components during the producing considering
the spectral sensitivity of the target OED
detector, as well as background target
environment, an express-control method of
the integral transmission coefficient of optical
components which has no disadvantages was
developed and proposed. The following tasks
were solved when developing the method

— the method should allow simulating
the background target environment which can
be observed when operating the OED;

— the method should ensure spectral
characteristics of the OED detector;

— the method should ensure high
repeatability of measurements;

— the method must should be resistant
to glares and re-reflections which can occur
during measurements;

— the method should have
performance for fast measurements.

high
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Initial data for the development
of express-control method

The starting point for the method
development ~ was  the  photoelectric
photometer method, which establishes the
procedure for determining the transmission
coefficient of a lens in a visible and near-
infrared region of the spectrum. The method
is based on comparing the directed radiation
flux falling on the lens and the flux passing
through the lens wusing single-element
radiation detector. This method has a high
accuracy and ensures the determination of the
transmission coefficient with an absolute
error of +0.02 at t> 0.1 [2]. The test bench
schematic diagram is shown in fig. 1.

Measurements in this method are carried
out in two stages: with and without a
controlled product — for determining the
falling flux value. Technical implementation
of the method is represented by the system
consisting of a illuminator 1 and a collimator
lens 2 which forms a parallel beam of the

5
6 -

1 2 3 4

.

|
@)
|
—,{\r',—

Technical 1mplementation of this
method is actually more complicated. It
additionally includes optical filters to form a
given background target environment, non-
transparent screen between the diaphragm and
the photodetector to eliminate the constant
signal component in the absence of the falling
radiation flux and check of the linearity of the
photodetertor transmission characteristics.

radiation flux, then the diaphragm 3 form an
identical in value radiation flux during
measurement both with and without the
controlled product. The radiation flux is
detected by a single-element photodetector 4.
At the same time, the size of the
photosensitive area is bigger than the
diaphragm size, which allows to detect the
full flux value. Next, a controlled lens is
installed behind the diaphragm 4, and part of
the radiation flux is lost when passing through
it, and then there is the photodetector that
detects the radiation flux passing through the
lens. At the same time, an defocused image is
allowed on the photodetector but its size
should not exceed the limits of the
photodetector photosensitive element. At the
second stage of measurement the controlled
product is removed from the ray path and the
radiation value corresponding to the radiation
flux falling on the controlled product is
detected. The ratio of the values of the signals
on the measuring device will be an integral
transmission coefficient.

Fig. 1. Schematic diagram of the test
bench for measuring the integral
transmission coefficient of lenses by
the photoelectric photometer method:
1 —illuminator; 2 — collimator lens;

3 — diaphragm; 4 — photodetector;

5 — measuring instrument; 6 — controlled
lens

Development of express-control method

The method has undergone several
iterations and has gone from the initial
concept to the final version through several
development stages. The method was
developed for two spectral ranges 0.4—1.7 um
and 8-14 um, however, there are no
photodetectors with a large photosensitive
area for these spectral ranges.
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The solution to this problem was the use
of a matrix photodetector with the specified
range of  spectral  sensitivity.  Such
replacement  allowed to carry out
measurements in the required spectral range
of wavelengths and simplified the process of
assembly and alignment, however, it caused a
number of problems. The first problem was
the dynamic range of matrix photodetectors is
limited by the dynamic range of the LSI
accumulation  capacitance and it is
significantly lower than in single-element
types. The dynamic range of most
photodetectors with readout LSI is about
5x10° times. ~ While  for  one-element
photodetectors it reaches 10°times [3, 4].
Therefore, in the process of measurements in
the range of 0.4—1.7 um, an “overexposure”
of the matrix is often observed which has to
be compensated either by defocusing of the
controlled lens or by changing the integration
time (taking this into account in further
calculations). The second problem was that
generation of a powerful energetic flux in the
range from 8—14 um is a quite tricky question
which resulted in the fact that during
measurements the flux falling on each pixel
was commensurate with the threshold which
in turn led to the need of additional system
calibration. At the same time, the time drift
of the signal on the microbolometric matrix
during the measurement, including lens
installation and focusing, as well as different
variable background illuminations and re-
reflections led to large measurement errors
(up to 500 %) in the range from 8—14 pm.

Thus, it was necessary to further
improve the method to find solutions to the
above problems, in particular, to reduce the
effect of time drift of the matrix signal,
elimination  overflux of the matrix
accumulation cells and ensuring resistance to
the variable background illuminations. These
problems were eliminated by modifying the
method, in particular, the improved method
ensures the  transmission  coefficient
measurement in single frame, does not use
intermediate image focusing and works based

on measuring changes in the differential
radiation flux while passing through the
controlled sample.

Measuring diagram of the differential
radiation flux is show in figure 2.

Differential radiation source

Controlled sample

Camera with lens

@,
....9
(o] 4
—
o I

9
o,
%

Fig. 2. Measurement diagram of the differential
radiation flux during measurements

The differential radiation source form
two fluxs @, and @, which pass through the
controlled sample and decrease by the value

of the integral transmission coefficient
according to the dependencies:
q =01, (1)
D, =D, 7, (2)

where @, is the radiation flux from the bright
(hot) part of the radiation source;

@, 1s the radiation flux from the dark
(cold) part of the radiation source;

T — Integral transmission coefficient of
the controlled sample;

qjlandqu—

corresponding to fluxs ®; and ®,, passing
through the controlled sample.

For clarity, the integral transmission
coefficient is the ratio of the transmitted
radiation flux to the falling radiation flux
value in the specified spectral range. In the
developed method it is necessary to prove the
validity of application of the differential
radiation flux and identity of the obtained
result to definition:

radiation  fluxs
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Thus, the measurement of the integral
transmission coefficient using differential
flux is possible. Additional advantage of
using the differential radiation flux is the
method’s  resistance to  background
illuminations and re-reflections. The patterns
of background illuminations and re-
reflections for two typical cases are shown in
fig. 3. In the first case (fig. 3a) there is an
external source creating a background flux
which falls on the controlled sample and
reflects from it, at the same time, the sample
protects the area of the differential radiation
source from being impacted by a radiation
flux from the external source. In this case,

(q)’Z + (Dref.Z ) — ((D; + cDref.Z) (CDZ “Tine T+ q)ref-z ) — (@1 i + CDref~2)

the falling background flux is reflected from
the differential source region not protected by
the sample. This describes the case when the
background radiation source is behind the
matrix photodetector. The second case is
characteristic for the side illumination when
the background radiation flux is reflected
from the entire differential source and
controlled sample.

Expressions (4) and (5) confirm that the
method is resistant to the uniform background

illumination and re-reflections in cases
corresponding to figures 3a and 3b.
The uniformity of the background

illumination can be ensured due to the
maximum convergence of the measurement
areas of all four radiation fluxs or applying of
light-diffusing screens.

((DZ +q)rcf.l)_(CD1 +q)rcf.l)

((I)'2 + q)rcf.z)_(q); + (Drcfl) _ ((CD2 + (Dref‘l)'rim + (Dref.z)_((q)l +(Dref.1)"cint + (Drefl)

=T.

4
CD2 —CDI nt ( )

((D2 + (Dref.l)_(q)l + q)reﬂl)

=T

: 5
— G

where @ ¢ 1s a background radiation flux, reflected from a differential radiation source;
®,.¢» 1s a background radiation source reflected from a controlled sample.

® + O Background flux
1 ref.l =
¢ -
(Dl @{ + quef 2
—— -
(D2 (D; + q)rcf 2 |:D:
— o
Background flux
ch + q)ref,l -
— = é
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D, + Dy, Background flux
—_—

q)] + (Drefvl (I)l' + cDref.Z
— —=
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—= —

D) + D
9

Background flux

b)

Fig. 3. Patterns of re-reflection and background illumination occurrence during measurements



20

Applied Physics, 2025, No. 4

The limitation of the developed method
is that it allows to conduct express-control
only of plane-parallel plates. At the same
time, this method can be used as a basis for
integral internal transmission (or absorption)
coefficient of the material measurement: for
this it is necessary to measure the integral
transmission coefficient in accordance with it,
calculate the Fresnel reflection component [5]
at a known material refractive index and
calculate the required value. It is also possible
to measure the integral transmission
coefficient of the lens by measuring the
integral transmission coefficient of sample-
satellite of all lenses included in the lens.

Fig. 4 schematically shows an image on
the matrix photodetector when measuring the
integral transmission coefficient by the
developed method in the spectral range of
814 um.

T] TZ

Region with
temperature 7

Region with
temperature 75

Controlled
sample

Fig. 4. Schematic view of the image during
measurements using the differential radiation source

One of the important stages of the
method development 1s estimation
measurement error [6]. When calculating the
error, it 1S necessary to consider that the
matrix photodetector does not measure the
radiation flux, it converts the flux in each
pixel into an electrical signal, which is for the
ideal photodetector is directly proportional to
the falling flux. Then there is a series of
transformations which should also be linear
and at the output of each pixel we obtain
ADC codes that are registered [7]. Since due

to a number of optical restrictions the size of
the measured area should be at least 15x15
pixels, the average pixel value of the signal in
the radiation flux measurement zone should
be taken as the signal value, while edge
effects should be excluded. Signal values
measurement is carried out in regions 14
(fig. 4). Measurement error of the integral
transmission  coefficient is  calculated
according to the following formula
At =

sample

au, V(AU Y
U, -U, U -U, (0)
2 2
+{—U3 U AUIJ +{—U3 /e AUZJ
(Ul _Uz) (Ul _Uz)

where AU;, AU,,
measurement error;

U,, U,, Us, U,y — signal or temperature
values in regions 1-4.

Since in most cases the measurement
signal error for thermal images are equal to
each other, expression (6), considering the
introduction of the confidential probability
0.95 can be written as follows

AU;, AU, is signal

2
At . =1.96- AU 1y 14 &Y . (7)
’ I_UZ UI_U2
where AU is the signal (temperature)

measurement error equal to the thermal
sensitivity threshold of the IR camera with the
matrix photodetector.

It can be seen from the expression (7),
that the method is more accurate when the
ratio between the differential flux and
threshold device flux with which the
measurements are made is greater. Simulation
of the measurement processes showed that in
most cases the measurement error of the
integral transmission coefficient, including
the methodological one, should not exceed
+ 2.5 % at confidential probability 0.95.
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Confirmation of metrological specifications
of the express-control method

An example of the technical
implementation of the express-control method
for the integral transmission coefficient of the
controlled sample in the spectral range of 8—
14 pm is shown in figure 5.

Fig. 5. Appearance of the test bench for measuring
the integral transmission coefficient of the controlled
sample

The “hot” part of the differential
radiation source is the radiating cavity of the
TBB (pos. 1 in fig. 5), the “cold” part — any
body with the high radiation coefficient in the
spectral range of 814 um (for example,
dense mat board) having a room temperature
(pos. 2 in fig. 5). The controlled sample is
fixed on the holder in front of TBB (pos. 3 in
fig. 5). Mutual alignment of the differential
radiation source and the controlled sample in
the field of view of the thermal vision camera

0.045 7
0.04 4
0.035 4
0.03 4
0.025 4
0.02 4

Absolute error

0.015+
0.01 1

0.005 4

0

(pos. 5 in fig. 5) must provide an image
corresponding to fig. 4. Special software
allows to obtain images from cameras based
on matrix photodetectors operating in the
spectral ranges of 0.4-1.7 um and 8-14 um,
to select areas for measuring radiation fluxs
both directly from the differential radiation
source and passing through the controlled
sample.

To conduct the studies of metrological
specifications of the method, multiple
measurements of the same object were carried
out at different values of the differential flux
which was provided due to the temperature
difference between the TBB and the
“background” (object with room
temperature). The method of the express-
control of the integral transmission coefficient
was also compared with spectrum analysis
method, while the spectral characteristics of
the radiation receiver and  spectral
characteristics of the differential source were
taken into account. The comparison was
conducted qualitatively since the error of a
number of parameters for the spectrum
analysis method was not reliably known.

Fig. 6 shows the random error in
measuring  the  integral  transmission
coefficient of the controlled sample by the
developed method depending on the TBB
temperature and temperature difference
between the TBB and the “background”.

0.1
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0.06 ---- Absolute error

0.05
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Relative error

——— Relative error
0.03

0.02
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0

4 3210 1

2 34 5 6 7 8 11 21 31 41 51 76
Temperature difference, °C

Fig. 6. Graphs of the random component of the absolute and relative measurement errors



22

Applied Physics, 2025, No. 4

As can be seen from the figure, with a
difference of temperatures more than 10 °C, a
random component of the measurement error
at confidential probability of 0.95 does not
exceed 2 %. If the temperature difference is
smaller, the error increases up to 10 %, which
corresponds to the dependence (7) and is
explained by the fact the measurement error
depends on the ratio of the signal
(temperature) measurement error and the
value of the measured signal (i.e on the
signal/noise ratio value).

Fig. 7 shows diagrams used to conduct
the qualitative comparison of the results of
the developed express-method with the
spectroscopy method. The red line shows the
spectral transmission coefficient of the
sample, the blue — spectral characteristic of
the radiation detector, the green — spectral
radiance of the TBB.

The conducted calculations showed that
for the studied sample the integral
transmission coefficient under the specified
measurement conditions was 60.8 % and the
actually measured was 59.5 %.

— Transmission coefficient of the
controlled sample

--= Photoreceiver spectral sensitivity

- - TBB radiation spectrum

14 34 54

Wavelength, pm

4 94 114 134 154 174 194

Fig. 7. Graphs of spectral characteristics

Conclusion

The developed method based on the
measuring of the differential radiation flux
change allows to control the integral
transmission coefficient of  optical
components according to a sample-satellite
under the conditions close to the actual ones.

Advantages of the developed method
are the simplicity of its implementation, high
resistance to the wuniform background
illuminations and  re-reflections.  The
developed method with minor modifications
allows to use it for measurement of the
integral  coefficient of the internal
transmittance (or absorption) of the material

and measurement of the integral lens
transmittance coefficient by measuring the
integral transmission coefficient of sample-
satellite of all lenses included in the lens.

The conducted analysis of the
metrological specifications of the method
showed that the measurement error of the
integral transmission coefficient at set
temperature difference of more than 10 °C
does not exceed 3% at confidential
probability of 0.95. The conducted comparison
of the measurement results according to the
developed method and spectrum analysis
method showed the correspondence of
measurement results, i.e. reliability of the
developed method was proved.
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A model is proposed for calculating the parameters of a perovskite solar cell of the
ZnO/CH;NH;Pbl/NiO structure with ITO and Ag contact layers, a zone diagram of the
proposed structure was also constructed and its photoelectric parameters and energy
efficiency were calculated. According to calculations, the quantum efficiency of the
perovskite absorbing layer in the studied part of the solar radiation spectrum is on
average about 90 %. It is shown that in the wavelength range from 0.38 yum to 0.76 um,
the absorption coefficient in perovskite is more than 2 times higher than the absorption
in ITO and ZnO films. Profiles of the distribution of the rates of generation and
recombination of electron-hole pairs in the functional layers of the structure have been
constructed, from which it can be seen that the generation rate reaches a value of
~10%? em™ 57!, which is several orders of magnitude higher than the capture rates of
electrons and holes.

Keywords: perovskite; solar cell; zinc oxide; titanium oxide; charge carriers.
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Introduction induced charge carrier generation and

determine the overall output characteristics of

In recent years, the research has focused
extensively on the development of new, low-
cost perovskite solar cells, leading to the
creation of mathematical models designed to
predict and optimize their photoelectric
properties. In numerical solar cell modeling,
the rates of charge carrier generation and
recombination are critical initial parameters.
They determine the efficiency of photon-

the solar cell. Reported generation efficiency
coefficients vary significantly across studies.
For example, references [1, 2] cite values
ranging from 80 % to 100 %.

In this work, we evaluate the absorption
coefficient, generation rates, and
recombination rates of charge carriers within
the thin layers of a new solar cell with an
ITO/ZnO/CH;NH;3Pbl;/NiO/Ag layers (ITO
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is an electrically conductive layer of tin and
indium  oxides). The radiation falls
perpendicular to the surface of the ITO
element.

Study results

The radiation absorption coefficients,
along with the rates of charge -carrier
generation and recombination, were assessed
within the solar cell's primary active area [1-4].

395 -
3.00 -
2.00 -

This area comprises the thin ZnO,
CH;NH;Pbl; perovskite, and NiO layers,
where these charge carrier dynamics
primarily occur. The band diagram (Fig. 1)
shows the energy level profiles across the
constituent layers of the structure. The layer
thicknesses are 100/400/100 nm, respectively.
The calculations were performed using
MathCad and SCAPS-1D, a program widely
used by researchers for modeling similar solar
cell structures [5, 6].

eV

1.00 - //,.:—
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200- -
N [—

325 - 1 1 1

0.00 0.05 0.10 0.15 020 025 030 035 040 045 050 0.55 0.60

distance, pm

Fig. 1. Band diagram of the ZnO/CH;NH;PBI;/NiO structure: 1 — conduction band; 2 — Fermi level F,
in ZnO, CH;NH;PbI; layers; 3 — valence band; 4 — Fermi level F, in NiO; 5 — Fermi level for intrinsic
conductivity

Upon interaction of solar radiation with
the functional layers of a solar cell, photons
are absorbed, and their energy drives the
formation and subsequent separation of
excitons. Furthermore, as photons travel
through a medium, the charge density
diminishes due to absorption. The generation
rate becomes a function of the depth X from
the surface, as expressed by the equation [1]:

G(K’X)zj-oxoy(x)l (K)(a,x)e—u(x)Xdk (1)

where A is the wavelength, A, is the
absorption edge, y(A) is the turnaround
efficiency of the incoming photon into
current, and I(A) is the effective density of the
incident light, o(A) 1is the absorption
coefficient.

The curve representing the spectral
range (from 380 to 760 nm) associated with
the generation of charge carriers [7] is
approximated by a polynomial, with a high
reliability (R* = 0.9851).

(1) =-5.42x107"°0* +1.25x10°2° -

2
—1.07x1072% +4.08x10™' 1 —56.2 [W/ (mznm)] @

In the solar radiation spectrum, the peak
value of the spectral intensity density is
1.5 W/(m*nm), occurring at a ~0.47 um
wavelength. For our calculations we used the
maximum value of 1.5 from the AMI
spectrum [7]. The energy of a light quantum
in the A =0.38-0.76 yum wavelength range
varies from 3.35eV to 1.63¢V. Thus, to
create an electron-hole pair in the absorbing
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layer of a solar cell, the band gap width shall
be smaller than the minimum energy
of a light quantum, which 1s 1.63¢eV.
The experimental values of the band gap
in perovskites used in solar cells, as reported
in the literature, vary and range from 1.45
to 1.70 eV.

Figure 2 shows the quantum efficiency
of solar energy conversion into charge
carriers as a wavelength function as we
calculated. It aligns with the approximate
equation we derived using the AMI
curve from [7] for the wavelength range
A =0.38-0.76 um.

Quantum Efficiency
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Fig. 2. The quantum efficiency of solar energy conversion into charge carriers
as a wavelength function

As the figure shows, the quantum yield
for perovskite closely matches the solar
radiation intensity described by equation (2).
When photon energies exceed the band gap
width of the semiconductor by a factor of two
or more, i.e. Eg<2hv (where h represents
Planck's constant and v is the radiation
frequency), the emission of charge carriers
may increase by two or more times [8, 9]. For
the most promising CH3;NH;Pbl; perovskite,
widely used in research, Eg = 1.55 eV. Thus,
to determine the efficiency of converting an
incident photon into current y(A) in equation
(1) for the perovskite we used, it can be
assumed to be equal to one, given that for
perovskite, Eg<hv, and in the IR-area,
Eq <2hv.

The absorption coefficient o(A) is
influenced by the incident light energy
quantum on the surface and the width of the
semiconductor material's band gap, and is
represented by the following equation [6, 8]:

o())=B, /%_ E, 5

where B, 1is a non-contiguous constant
defined as 10°cm eV ™, and hc/a
represents the photon energy. Figure 3 shows
the dependences between the absorption
coefficient and radiation wavelength in the
range from A =0.38-0.76 um for the
functional layers of the element, calculated
using (3).
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2x10° 1 : . . on Langevin's theory, the charge
recombination rate is directly proportional to

Lsx10° b i the electrons and holes densities:

3

= R=r(np-n’ 4
g el | (np—nf), 4)
\ where r is the recombination coefficient, and
A0 2 ) Ni = Nexexp(—Egap/2KT) is the intrinsic charge
1 carriers concentration, which is significantly
0 L L L ' lower in perovskite materials compared to the

300 400 500 600 700 800
A, nm

Fig. 3. The absorption coefficient dependencies on

the radiation wavelength in the range A= 0.38 to
0.76 um for films: 1 — ITO; 2 —ZnO
and 3 — perovskite CH;NH;PbI;

As shown in the figure, the ITO and
ZnO absorption coefficients are several times
lower than those of perovskite. Their values
o(A) exhibit a sharp decline as the radiation
wavelength increases, becoming negligible at
wavelengths exceeding 550 nm for ITO and
630 nm for ZnO, respectively. The absorption
coefficient of perovskite varies by ~1.5 times
within the A =0.38-0.76 um spectrum range
and exceeds that of the oxides by more than
2 times. In contrast to zinc and nickel oxides,
the perovskite layer absorbs radiation across
the entire spectral range A = 0.38-0.76 pm.
Thus, the solar cell we propose, similar to the
one in [4], is designed to convert infrared
radiation into electrical energy.

The recombination of free charge
carriers in materials with a low defects
concentration and mobility is frequently
characterized as direct recombination. Based

charge carriers generated by photons.
Recombination may also take place through
traps and defects, a process that may be
modeled using the Shockley-Reed-Hall
method [3, 9]:

np-n’

R= ,
rp(n+n1)+rn(p+ p)

)

where 1, and t, are the holes and electrons
lifetimes, respectively, while n, and p; are the
electrons and holes concentrations at the point
where the quasi-Fermi level aligns with the
trap energy. While n; and p; depend on the
energy levels of the E4 recombination centers:

n =N, exp[—(EC - Ed)/(kT)]’

p, =N, exp[(E, —E,)/(KT)].

Figure 4 shows the distribution profiles
of the generation and recombination rates of
charge carriers within the active layers of the
ZnO/CH;NH;5PbI;/NiO solar cell structure,
with the layer thicknesses of: ZnO — 100 nm,
perovskite — 850 nm and NiO — 100 nm.
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Generation-recombination profiles
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Fig. 4. Distribution profiles of generation and recombination rates in ZnO/CH;NH;PbIy/NiO layers:
1 — electron-hole pairs generation; 2 — hole capture; 3 — hole emission; 4 — electron emission

The figure shows that the generation
rate of electron-hole pairs reaches its peak at
~ 10" cm™s', which is greater than the
electron and hole capture rates.

Conclusion
Calculations conducted wusing the
proposed model demonstrate that the
perovskite layer exhibits high quantum

efficiency across the entire examined range of
the solar radiation spectrum. The band
diagram of the proposed structure ensures
charge carriers efficient generation. The
perovskite layer absorption coefficient is
significantly greater than that of the zinc and
nickel oxide layers. The electron-hole pairs
generation rate in the structure is high,
exceeding 10 cm ¢ .

The work was carried out with the support
of the Russian Science Foundation, project
(Grant project No. 23-13-20012).
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Experimental determination of the pulsed electric field strength in a liquid dielectric
can be difficult when it is necessary to minimize the disturbance introduced by the
measurement. The optical method based on the Kerr effect is applicable at sufficiently
high strengths. An alternative solution can be water microdroplets introduced into the
gap, the fragmentation of which in the electric field is determined by its amplitude and
occurs at an electric capillary number Cag > 0.2. Experimental and theoretical studies
for droplets of the same size have been conducted, which have shown the potential
applicability of this method. The influence of the depth of field of the optical system and
the initial charge of the droplets on the accuracy of measurements is discussed.

Keywords: electric field; intensity; measurement; microdroplets; water; electric capillary

number.
DOI: 10.51368/1996-0948-2025-4-30-36

Introduction

Until Taylor's definitive study [1], the
widely held belief was that liquid drops
submerged in an immiscible liquid would act
as ideal dielectrics, and that exposure to an
electric field always resulted in an elongated
deformation (lengthening along the direction
of the electric field) of the surface [1]. This is
known as the electrohydrostatic model, where
electrostatic forces act only normal to the
interphase boundary.  Later studies [2]
revealed that not all dielectric liquids elongate
along the electric field. Contrary to
the electrohydrostatic model, some exhibit
flattened deformation (elongation
perpendicular to the field). Based on these

experiments, Taylor developed a model
for low-conductivity dielectrics [3, 4].
He proposed that even a small amount of
conductivity in a liquid allows a minor
electric current to flow, leading to the
accumulation of free charge at the liquid-
liquid boundary.

In a low-conductivity dielectric, the
interaction of free charge with the electric
field generates electric forces tangential to the
boundary, in addition to the normal stresses.
Since these tangential forces shall be
balanced in a stationary state, Taylor
concluded that a vortex hydrodynamic flow
exists, which was later confirmed
experimentally. Taylor's theory accurately
predicts the small deformation of emulsion
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drops under Stokes flow. Subsequent
experimental and theoretical studies [5] of
drop behavior in constant and alternating
electric fields revealed that Taylor's theory
generally underestimates the deformation
magnitude, although it accurately predicts the
deformation shape observed in experiments.
Subsequent publications [6] refined the
Taylor model, enabling the calculation of
drop deformation up to the second-order

approximation.
The studies  identified  several
characteristics that determine the drop's

evolution. For a drop of radius a subjected to
an unperturbed external electric field of
strength E, the characteristic velocity U is
defined as: U = gyg, E’a/ Hou- The subscripts
“in” and “out” denote the liquid properties
within the drop and the surrounding medium,
respectively. € represents the dielectric
permeability, and p represents the dynamic
viscosity. The dynamics of drop deformation
are governed by dimensionless parameters
derived from the properties of the internal and
external  fluids. These include the
conductivity ratio R = 6;,/Goy, the dielectric
capacitivity ratio S = g;,/&,y, and the viscosity
ratio M = Wi/Uow. Non-dimensionalization
yields several other ~ dimensionless
parameters, including the flow Reynolds
number Re, the electric Reynolds number
Reg, and the electric capillary number Cag.
The Re number represents the ratio of inertial
forces to viscous forces and is defined as
Re = poui@U/pou, Where poy 1s the density
of the external fluid. The Taylor model
is applicable only to the flows with a low
Reynolds number Re <0O(1) and,
consequently, to small drop sizes.
The Ohnesorge number, a dimensionless
parameter, determines transient deformation
modes (e.g., monotonic and oscillatory). It is
defined as the ratio of viscous forces to the
square root of the product of inertial and
surface tension forces: Oh= um/(pinya)o‘s,
where y is the coefficient of surface tension
between the two liquids. The electric capillary

number is the ratio of the electrical stress eE*
to the capillary voltage y/a. It determines the
drop's deformation modes, distinguishing
between stable and unstable deformation:
Cag = HouUly = aosoutha/y. The  electric
Reynolds number is defined as the ratio of the
characteristic relaxation time t,= €y€yu/Cout
to the charge-transport time by the flow
t, = Mout/(8080utE2)- A small electric Reynolds
number ReE indicates that convection effects
are negligible. Depending on the properties
of the medium, ReE 1is defined as
Rep = t/ty = g5°6,’E*/,0,.  The  Saville
number Sa, defined as the ratio of the electric
Reynolds number to the electric capillary
number, 1s another key dimensionless
parameter that controls transitions between
different drop breakup modes. Sa = Rep/Cag.
For the current studies, the aforementioned
parameters fall within the following ranges:
Re = (0.01-0.1), Reg = (10"-10°), Oh = 0.035,
Cag=(0.05-1).

When the capillary number falls below a
critical value, the conductive drop stabilizes
and electrical flows are absent within the drop
and 1its environment. When the -capillary
number exceeds the critical value, the voltage
on the drop increases until surface tension is
insufficient to balance it, leading to drop
rupture. Taylor, employing the spheroidal
drop model, calculated the critical capillary
number as roughly 0.2 [7]. Several
experimental [8], analytical [6, 9], and
numerical [10—14] studies indicate the critical
CakE is approximately 0.20 = 0.02.

The objective of this study is to explore
the possibility of using water microdrops to
measure the strength of the electric field at
specific points within the discharge gap in
transformer oil.

Experimental unit

Figure 1 shows a schematic of the
experimental arrangement used to investigate
the deformation and breakage of polar liquid
drops (water) when subjected to an electric
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field. Two immiscible liquids, water (W) at
the bottom and transformer oil (O) at the top,
are introduced into a tank (T) designed as a
right parallelepiped with transparent walls.
A rounded electrode El is submerged in
water, which has an electrical conductivity of
300 uS/cm, and is grounded via a measuring
resistor Ry (25 Ohm). In contrast, a pointed
electrode E2 is placed in the oil and is
supplied with voltage from a storage
capacitor C using a semiconductor high-
voltage switch S. This capacitor is charged
through a ballast resistor R, (1 MOhm) from a
high-voltage positive voltage source, reaching
a voltage of +20 kV. To restrict the current in
the eclectrical circuit, a resistor R; with a
resistance of 5 kOhm has been added to the
circuit. When a low-voltage pulse is sent from
the digital generator G to the control input of
the switch S, it activates the switch,
delivering high voltage to electrode E2. In the
absence of a synchronous pulse, the switch
links the E2 electrode to the ground via a
50 Ohm current limiting resistor R,. This
prevents any charge from building up in the
high voltage supply area until the experiment
starts. The semiconductor switch is
characterized by a voltage rise time of
approximately 0.1 us, as well as a voltage fall
time of about 0.1 ps.

W o |

0000

Fig. 1. Experimental setup diagram:
O — oscillograph, V — camera, T — discharge cell,
E1, E2 — pair of electrodes, L — light source,
G — pulse generator, P — voltage probe,
HYV — high-voltage power source, S — semiconductor

high-voltage switch, R, — current shunt,

R, — protective resistance of switch, S,
R, — current-limiting resistance,
Ry, — ballast resistance, C — shock capacitance

To create water drops in oil, an initial
phase is performed with a duration of high
voltage applied to electrode E2 that allows for
the formation of an electric discharge
between the electrodes as outlined in [15].
A rapidly expanding zone of hot gas (plasma)
i1s provided between the electrodes, causing
swift deformation and interface disruption
between the liquids, resulting in the formation
of drops of one liquid within the other (the
dots in the figure represent droplets of water
in oil). Since the liquids' densities are similar
and their viscosity is relatively high, the
suspended droplets of one liquid remain for a
considerable duration. The characteristic time
of their movement is significantly longer than
the duration of the applied stress. This allows
for the next experiment to be conducted
within a few tens of seconds after the drops
formation.

To observe the droplet deformation and
destruction, a high-speed digital video camera
(V) and background illumination of the tank
(T) are employed, using an incandescent lamp
(L). Additionally, an oscilloscope (O), a
1:1000 high-voltage probe (P), and a current
shunt (R,) are used to measure the electrical
parameters. The REC_READY signal, which
indicates the filming start, is transmitted from
the video camera (V) to the oscilloscope to
trigger its operation and to the generator input
(G), which activates the switch (S) after a
predetermined time delay to synchronize
visualization and measurement in time.
Additionally, a video camera signal F SYNC
is sent to one of the oscilloscope channels,
which corresponds to the exposure durations
of the film frames. The duration of the high
voltage applied to electrode E2 is 0.4 ms,
which is shorter than the time necessary for
the discharge to establish between the
electrodes.

Mathematical model

A detailed explanation of the problem
for modeling is provided in [16]. We will
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only outline the key geometric parameters of
the model. The electric field distribution is
calculated using a cylindrical coordinate
system, with the axis aligned parallel to the
electrode system's axis. The calculation area
dimension in the radial direction is 40 mm.
The distance from the tip of the electrode
immersed in the oil to the interphase
boundary is 3 mm, the total thickness of the
oil layer is 15 mm, the distance from the pin
electrode surface to the interphase boundary
is also 3 mm. The diameter of the cylindrical
section of the pointed electrode is 1 mm, that
of the cylindrical electrode — 1.8 mm.
The radius of the needle tip rounding is
70 um. The parameters used for water and oil
in the calculations were as follows: density
1000 and 980 kg/m’, dynamic viscosity
8.9x10* and 2.36x107%, dielectric capacitivity
80 and 2, electrical conductivity 300 pS/cm
and 1pS/cm, surface tension constant
between water and oil 24.7 mN/m.

Findings and discussion

Figure 2 shows photographs of the
discharge gap captured at an exposure of
17 pus, taken at O ps and 400 ps, with the
observed drops highlighted. The drops that
break down into smaller individual drops are
highlighted red (11 pcs.), those with slight
deformation but no destruction is highlighted
blue (19 pcs.), and the drops without any
visible deformation are highlighted pink
(7 pcs.). The drops highlighted red share a
common characteristic: they are situated close
to either a high-voltage electrode or the
interface, where the potential is similar to that
of the probe electrode due to the relatively
high water conductivity. The pink drops are
located at the edges of the observation area,
whereas the blue drops are positioned in an
intermediate position. Some drops exhibit a
clearly defined boundary, indicating location
in the focusing plane of the optical system,
which allows accurate size measurement.
The images of the other marked drops display

a blurred boundary. These drops are located
outside the focusing plane, and their size may
only be measured approximately. The average
diameter of selected drops is about 50 um.

The capillary electric number Cag was
calculated for all identified drops (Fig. 3).
The results are presented into the three above-
mentioned groups, with points arranged in
order of increasing Cag. Individual Cag values
do not always meet the fragmentation
criterion of Cag>0.2. Some drops do not
undergo fragmentation at Cag > 0.2, while
others may fragment at Cag < 0.2.
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Fig. 2. Deformation and streaming of water droplets
suspended in oil under the action of the voltage
pulse with the amplitude of 20 kV and a duration of
400 us (time moments 0 and 400 us). Red circles
indicate drops that have undergone fragmentation,
blue circles indicate drops with significant
deformation, and pink circles indicate drops that do
not show noticeable deformation

The horizontal bar in each group
represents the mean Cag value: 0.15, 0.17 and
0.30. The average values align with literature
data concerning the critical value at values
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below 0.2 (i.e. 0.15 and 0.17), only
deformation or no response of the drop to the
field's action is noted, whereas at a 0.30 value
fragmentation of the droplets is observed.

The probable explanation for the
inconsistency between the deformation of
certain drops and the calculated CaE value
is related to the following factors.
The microscope used as a camera lens
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Although relatively low deviation L can
drastically alter the field strength at the drop's
visible center, used to calculate Cag. This 1s
because the field is highly inhomogeneous,
especially near the tip. This explains why
drops deform without fragmenting when their
calculated number is > 0.2. A second factor is

possesses a considerable depth of field
at the specified magnification (Fig. 4).
The relationship between d/dy and the
distance between the drop and the focusing
plane, L, suggests that the drop apparent
diameter, d, will exhibit only minor changes
compared to its actual diameter, dy, when the
drop's position deviates from the focusing
plane by L = 1 mm.

Fig. 3. The capillary electric number CaE
for the droplets shown in Figure 2. The vertical
dotted lines separate the groups of drops
categorized as “without deformation”, “with
deformation”, and “with fragmentation”.
The horizontal dash-dotted lines represent the
average Cag value for each group

Fig. 4. Experimental dependences
of the relative intensity of droplet images
(Ul,.s “17) and relative visible diameter
(d/dy, “3”), as well as corresponding
approximations by the Lorentz function
(((2” and ‘(4”)

d/d,

the electric charge of the drops, which they
can acquire if they form at the interface
within an electric field. To quantify the
influence of surface charge on the droplet
fragmentation criterion, we use the electric
capillary number Cag. To accomplish this, we
examine the disintegration of a charged drop
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in the absence of an external electric field.
Instability and subsequent fragmentation
occur when f=E//(2E) > 1, where E, and E;
represent the electrostatic energy and surface
energy of the drop, respectively. These
energies can be expressed as E. = Qz/(87t80a),
E, = 4nya’. Substituting the expressions into
the expression for f, ~we  obtain
f=Q%/(64n’¢)a") > y/a. Considering a charged
drop subjected to an external electric field, we
combine the previously derived condition
with the criterion Cag > 0,2:

Q’ /(64n280a4)+5808 E*>y/a (1)

oil

To practically apply the derived
expression, we will estimate the magnitude of
the drop charge formed as a result of
separation from a water-oil interface. We
assume that the surface charge density of the
drop prior to separation is equal to that of the
interface from which it separates. The surface
charge density can be estimated using the
expression o = gE,, where E, is the electric
field strength on the axis of the electrodes
near the surface, obtained from numerical
modeling (Fig. 2). Expression (1) can then be
expressed as:

1/(4¢,E; ) +5e.£,E* 27/ a (2)

This correction accounts for an
additional 10% to 20% 1in the -capillary
electric number breakup criterion, thereby
explaining the fragmentation of drops even
when their calculated Cag < 0.2.

Conclusions

As the electric field strength increases, a
conductive drop deforms into the shape of a
spheroid, whose major axis aligns with the
electric field vector. This deformation can be
stable or unstable. The deformation is
determined by the value of the electric

capillary number. For drops with a capillary
electric number Cag <0.2, deformation is
stable. Exceeding the CaE threshold results in
unstable drop deformation. The subsequent
disintegration is further influenced by the
conductivity ratio, dielectric capacitivity,
dynamic viscosity, and the Saville number, as
described above.

The experimental results indicate that
the average electrical capillary numbers for
drops exhibiting no noticeable, or unstable
deformation correlate to the critical value of
0.2 reported in the literature. This observation
provides a practical means for determining
the magnitude and distribution of the electric
voltage in the interelectrode gap, assuming
known drop diameters.
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A novel plasma trap using an electrostatic method to trap positively charged ions within
a cloud of negatively charged microparticles in the plasma of a positive column of a
glow discharge (complex plasma) is considered. Such a trap may be of interest for
plasma technologies at low and cryogenic temperatures, as it is characterised by a high
concentration of trapped ions and generates less heat than plasma without
microparticles. Calculation of the parameters of the complex plasma was carried out on
the basis of experimental data by means of the liquid model. The efficiency of ion
accumulation in the plasma trap within the microparticle cloud was evaluated. It is
found that the intensity of the accumulation of ions in the cloud of microparticles can
be higher or lower than the intensity of their birth in the plasma of a discharge free of
microparticles. In the first case, the complex plasma is in the efficient ion retention
regime, where the trap is an ion concentrator, and, in the inefficient retention regime in
the second case. Based on the determination of the values of the relative overheating
coefficient, it is shown that complex plasma is a more effective tool for producing the
required concentration of cold ions than the plasma without microparticles.

Keywords: complex plasma; direct current discharge; charged microparticle cloud; ion
trap efficiency.
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Introduction the kinetic energy of ions, they are cooled to

extremely low temperatures [4], allowing for

Penning [1] and Paul [2] electrodynamic
traps are used to address various physical
problems related to maintaining the desired
concentration of ions in a specific region of
space. Charged particles trapped in
electrodynamic  systems create strongly
coupled Coulomb systems [3]. To decrease

study their interaction potentials, transfer
processes, thermalization, and collective
phenomena. In this context, Paul and Penning
traps enable the confinement and
investigation of individual frozen ion atoms
[5] and ion clouds, which manifest as atomic-
ion Coulomb clusters and crystals [6, 7].
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In plasma chemistry, scientists aim to
regulate chemical reactions by cooling the
arca where these reactions occur [8].
Moreover, reactions occurring at low and
ultra-low temperatures [9] enable the
production of new phase states via plasma-
chemical synthesis that cannot be achieved
under different conditions [10]. This drives
researchers' interest in exploring applications
related to the generation of plasma chemically
active medium at cryogenic temperatures
[11]. The electrodynamic traps applied in the
scope of plasma chemistry are considered not
effective due to the limited number of
N; ~ 10* retained ions and the concentration
restrictions of  m;<10%cm™ [3, 12].
Moreover, the complexity of manufacturing
and the high cost of these traps further
complicate their use. In the applied plasma
chemistry, achieving a high concentration of
1ons within a large reaction volume is crucial.
To increase the concentration of positive ions,
a neutralizing background of electrons is
required, which may be achieved in low-
temperature gas discharge plasma. Thus, a
direct current glow discharge in neon, where
n; can reach ~ 10" cm™ in the positive
column of the discharge [13], may be used as
a basic source, due to its possibility to provide
a high concentration of ions in a large plasma
volume (~1000 cm®). However, this method
of ion production is poorly suitable for

application  under  cryogenic  cooling
conditions due to the significant heat
generation [14]. The most promising

technique for capturing and generating ions,
which overcomes most of the disadvantages,
1s implemented in dusty (complex) plasma
[15]. Dusty plasma of electrical discharges in
gases allows to form traps composed of
clouds of charged microparticles which
properties are based on strong electrostatic
interactions, allowing for the accumulation
and localization of ions
[16, 17]. Such clouds may create Coulomb
crystals and clusters [15], resembling the
behavior of ions in cold Paul traps [6, 7].

Dusty plasma in an electric discharge may be
obtained in large volumes. This type of dusty
plasma was generated in a glow discharge in
a tube with a radius of 40 cm and a length of
80 cm in argon [18]. Currently, researchers
also study gas discharge of dusty plasma
under cryogenic temperature conditions, as it
may accumulate and sustain cold ions with a
specified concentration [10, 19, 20].

In this study, the accumulation of
positive ions in an electrostatic trap created
by a cloud of charged microparticles, along
with a plasma from a direct current electric
discharge 1in neon, was studied using
numerical  methods, and the trap's
effectiveness was evaluated.

Model for calculating complex plasma
parameters

The parameters of the dusty plasma
were calculated using the diffusion-drift
model for the positive column of a glow
discharge in neon containing microparticles
[14, 16, 17]. The model met the experimental
conditions, as the mean free paths of ions and
electrons were significantly smaller than the
discharge radius. The experiments were
conducted in a vertically oriented glass tube
with a length of L =40 cm and an internal
radius of R =0.825 cm, within an extended
DC discharge (where R<<L). The
calculations were performed using typical
average parameters for clouds composed of
microparticles with a diameter of 2.55 um,
with neon current and pressure values that
correspond to the experimental conditions.

In the proposed model of the dusty
plasma, the material balance equations
account for the processes of generation and
death of electrons, ions, and metastable neon
atoms with an energy of 16.6 eV, within the
plasma volume and on the surfaces of the
microparticles. The list of collision processes
considered in the model is given in [14].
The drift and diffusion of electrons, ions, and
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metastable atoms were analyzed in the E,
axial (longitudinal) electric field, as well as in
the E, self-consistent radial electric field. The
average electron energy, transport
coefficients, and rate constants for excitation
and ionization reactions involving electrons
were calculated using the BOLSIG+ software
package [21] in conjunction with the SIGLO
database [22]. The microparticles' charge is
determined while considering ion-atom
interactions within the weak-collision plasma
approximation [23]. The flux of excited atoms
onto the microparticles is calculated using the
gas-kinetic approximation, while quenching is
assessed under the assumption of complete
energy accommodation. It was assumed that
there is no emission of electrons or
photoelectrons from the surfaces of the dust
particles, the distribution of microparticles
within the cloud is uniform, and it decreases
exponentially at the cloud's boundary. It was
assumed that the [ total current passing
through the discharge cross section remained
constant  during  variations in  the
concentration of microparticles 7, as the
experimental studies were conducted under
conditions of a constant current value.

Results and discussion

Figure 1 shows a schematic
representation of the plasma region for which
the calculations were conducted. The left side
of the figure shows the plasma composition
along with the voltage drop measurement
circuit employed in the experiment, while the
right side shows the radial distributions of the
electric field, as well as the concentrations of
ions and electrons. The upper fragment
corresponds to plasma without microparticles,
and the lower one to plasma with a cloud of
microparticles with n,=4x10>cm”. In a
plasma free of microparticles (free discharge),
the primary plasma losses are attributed to the
loss of electrons (indicated by the blue
background on the left side of the figure) and

ions (the red dots), which occur due to their
radial diffusion and drift towards the walls of
the discharge device. The drift of charged
particles occurs in the E, radial electric field.
Without microparticles, the profiles of
electrons #n.(r, 0) and ions n;(r,0) are
similar to the Bessel distribution Jy(2,47/R).
The maximum ionization occurs along the
discharge axis. The ionization balance
facilitates the compensation of radial losses
and the conservation of [/ in the E.(0)
longitudinal electric field. A voltmeter in a
discharge without particles shows the
Vo= E.(0)/ potential value. As microparticles
enter the plasma along the discharge axis,
they self-organize into a cloud that is
confined within a r, radius (as shown in the
lower section of Fig. 1). A distinct pattern of
losses and ionization processes is observed
compared to that of a pure discharge.
In addition to the losses of charged plasma
particles on the walls of the discharge tube,
there are also microparticle losses.
The greater mobility of electrons compared to
ions results in the generation of more intense
electron flows on the microparticles, which

defines  their = negative  charge g¢.
Microparticles may acquire a significant
charge ¢~ 10*e. The electroneutrality

equation for the dusty plasma can be
expressed as m;=mn,gle +n.. n;(r, O0).
The concentration of positive ions n; (7, n,)
within the microparticle cloud region
increases, counteracting the high charge ¢,
and can significantly surpass the ion
concentration in the discharge that lacks
n; (r, 0) microparticles. Compensation for the
additional plasma losses associated with
microparticles and maintenance of the current
I 1s achieved by elevating the ionization
frequency. This increase is driven by a rise in
electron temperature resulting from a stronger
longitudinal electric field E.. The experiment
revealed the development of a microparticle
cloud within the discharge plasma,
accompanied by a rise in potential V in the
plasma region where the microparticle cloud
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with 7. radius was formed. An increase in
electron temperature was observed while
studying the effect of dust particles on the
intensity of plasma spectral lines [24]. The E,
field in a cloud plasma depends on 7,, since
microparticles can represent a significant
source of plasma losses [25]. A voltmeter in a
discharge with a cloud with microparticles
concentration n, demonstrates an increase in
the V' = E.(n,)! potential value. The shift in the
maximum electron concentration position
shown in Fig. 1 indicates that the ionization

n,, 10® cm™

peak shifts from the discharge axis beyond
the cloud boundary. Experiments and
numerical calculations have revealed changes
in the E.(n,) field in a DC glow discharge
resulting from varying concentrations of 7,
for different gases, including air [26-28],
neon [25, 29], argon [30], and helium [31].
The distributions of n; shown in Fig. 1
indicate that the «cloud of charged
microparticles within the plasma acts as a trap
for positive ions, concentrating the ions
around the microparticles within the cloud.
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Fig. 1. Diagram shows the axial cross-section of the discharge tube containing plasma at the voltage V
measurement point. The left side of the section shows the plasma composition: red dots represent positively
charged ions, the blue area represent electrons, and blue circles represent negatively charged dust particles.
The right side of the section displays the ions concentration profiles n; (red lines), electrons n, (blue lines),
and the radial electric field E, (light blue lines) for I = 0.5 mA and p = 0.6 Torr. The upper segment shows a
discharge without microparticles, while the lower segment shows a discharge containing microparticles with

=4x10° cm™

A picture of the ion capture process by a
negatively charged sphere, along with their
distribution, was derived from PIC modeling
[32]. The results demonstrated that the
captured ions form dense clusters around the
sphere, providing additional shielding while
substantially compensating for the positive
charge deficit of the plasma in the presence of
a strong electric field near the sphere.

in a cloud of r.radius

The effectiveness of an ion trap may be
characterized by several metrics that assess
the efficiency of ion accumulation for both a
cloud and individual microparticles, as well
as indicators that reflect the effectiveness of
energy expenditures [16]. There are discharge
modes with equivalent parameters in which
the 1on concentrations in the plasma region
confined by the cloud radius in a discharge
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containing microparticles nfr., n,) may
exceed or fall below the concentrations
ni(r., 0) observed in a discharge without
microparticles. If n(r. n,)>nfr., 0), it
indicates that the plasma cloud functions as
an ion trap. The efficiency of ion
accumulation by the trap is determined by the
€ =nyrc, n,)/nfr. 0) [16, 17] ratio. When data
on the number of ions in the plasma's reaction
volume 1s available, the effectiveness of 1on
accumulation by the cloud can be assessed
using the linear ion density
£ = Nre» m)IN(re, 0).  Where  Ni(re, ny) =

= 2nJ.0rE rn,(r, n,)dr and N{r., 0) =

= 2nj; rm(r, 0)dr represents the linear ion

density in the cloud and linear ion density in
the discharge without microparticles within
the area defined by the cloud's radius,
respectively [16, 33].

Fig.2 shows the efficiency of ion
accumulation by the cloud ¢ as a function of
microparticle concentration and discharge
current under different neon pressures. If the
complex system is in a state where { > I,
then the trap acts as an ion concentrator and
operates in a state of effective ion
accumulation (area I n Figure 2).
The maximum values of ion accumulation
efficiency by the cloud (£ = 4.73 at

p =0.6 Torr, £ =471 at £ = 0.3 Torr,

and C_:mx =42 at p = 0.9 Torr) are associated
with the lowest values of / and the highest
values of n, The inefficient state of the
system corresponds to area I with Q* <1.The
transition boundary between areas (' = 1) is
indicated with a white line. From Figure 2,
we can conclude that the range of values for
£" <1 increases as p rises, while / shifts to
larger and smaller values with a 7, increase.

I, mA

I, mA

I, mA

Fig. 2. The efficiency of ion cloud accumulation £* depending on the concentration
of microparticles n, and the discharge current I under different neon pressures p

It can be postulated that the dusty
plasma is a more effective method for
generating the desired ion concentration
compared to free discharge plasma. In a free
discharge operating in normal mode, n; oc [,
E. exhibit minimal variation with changes in
current or show no dependence on the current
at all. The energy required to generate a
single ion is directly proportional to the linear
electric power of the discharge, given by
P; < IE, [16]. The generation of additional

ions as ionization frequency increases results
in a corresponding rise in losses due to
ambipolar diffusion toward the discharge
boundary. In dusty plasma, a rise in ion
concentration is attained under conditions of
decreased ambipolar plasma losses, where
further increases in ion concentration occur
due to the redistribution of ions from the
periphery of the discharge to the center of the
microparticle cloud. In addition, free
discharge has several disadvantages when
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compared to discharge with microparticles,
and an increase in current / results in:

— increased heat generation at the
electrodes and additional electrodes erosion;

— an increase in near-electrode potential
drops and heat generation in the near-
electrode plasma;

— increased heating of the discharge
plasma and the onset of thermal instability,
which causes the discharge to its contraction;

— the necessity to expand the cathode
surface to achieve the required -electron
emission while keeping the current density at
a normal level.

The energy advantage of a discharge
with microparticles compared to a free
discharge is linked to the additional Joule
heating of the plasma. In dusty plasma, when
producing the same ion concentration, less
heat can be generated within a specific range
of I values compared to plasma without
microparticles, while maintaining the same p.
Such modes were detected at / < 2.7 mA [14].
The energy advantage in these modes is
assessed by calculating the relative
overheating coefficient ng. In reference [14],
this coefficient was calculated as the ratio of
the additional linear power consumed in the
plasma of a free discharge while achieving
the same 1ion concentration, to the
corresponding value in a discharge with
microparticles ng = O(n, = 0)/O(n,). In a free
discharge, an increase in ion concentration
can be attained by raising the current by a
value Al while keeping E, = const. In contrast,
in a discharge with microparticles, this
increase is linked to a rise in the electric field
AE, while maintaining a / = const, resulting
in Mo~ AIE/AE.l. Understanding the myp
coefficient is particularly valuable for plasma
technologies and processes that take place at
low and cryogenic temperatures, where heat
generation is not desirable [10, 11, 19, 20,
33, 34].

Fig.3 shows the change in my with
pressure for different discharge -currents.
Higher currents lead to lower mg values
across the entire pressure range. The thermal

gain in the complex plasma diminishes faster
with increasing pressure. The thermal
gain vanishes at point (8§) (/=2.7mA,
p= 0.3 Torr), as shown in Fig. 4. At this
point, the heat released in the complex plasma
equals the heat released in the free discharge.
For a current of 0.5 mA, the nq distribution
peaks at approximately p=0.5 Torr (/).
At this pressure, the complex plasma
exhibited a significant thermal gain, with
No = 13. With increasing current, this peak
shifts towards lower pressures, reaching
p=03Torrat /=0.75 mA (3).

Complex plasma offers an advantage
over free-discharge plasma through its ability
to control the microparticle cloud [17, 35].
This control enables manipulation of the
cloud's spatial arrangement in the discharge,
leading to optimized conditions for achieving
desired ion concentrations within the reaction
zone.

14 T T T
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Fig. 3. The relationship between relative overheating
coefficient 79 and neon pressure p, shown for
various discharge currents I: 1 — 0.5 mA, 2 - 0.6 mA,
3-0.75mA,4-1mA,5-15mA, 6 -2 mA,
7-25mA 8-27mA

Conclusion

Within a specific range of discharge
parameters, a low-pressure direct current
discharge creating a complex plasma with
microparticles functions as an electrostatic
plasma trap. This trap accumulates and
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localizes 1ons  within  the  charged
microparticle cloud. In some dusty plasma
modes, ion concentrations within the cloud
are lower than those achieved under identical
conditions in a free discharge in the same
plasma area. We propose using the linear ion
density within the microparticle " cloud as a
measure of the effectiveness of 1on
accumulation. We measured ¢ values across
a range of microparticle concentrations
(np=0—4><105 cm™) and discharge currents
(/=0.5-3.5mA), specifically at neon
pressures of 0.3, 0.6, and 0.9 Torr. Results
indicate that ¢ is maximized when the
discharge current is minimized and the
microparticle concentration is maximized.
The parameter regions for which ¢ > 1
correspond to an ion trap that concentrates
ions and operates in a state of effective
accumulation. We identified inefficient states
of the plasma system with { < 1. We found
that the range of values £ <1 on n,—1
diagrams expands with increasing pressure,
expanding to both higher and lower currents,
and with increasing microparticle
concentration. We observed that the thermal
gain of the complex plasma, as measured by
the relative overheating coefficient ng,
increases with pressure at lower discharge
currents. Mo ~ 13 reaches its maximum value
at p~ 0.5 Torr and / = 0.5 mA. It has been
shown that the dusty plasma is a more
effective method for generating the desired
ion concentration compared to free discharge
plasma.

The work was performed with the support
of the Ministry of Science and Higher Education
of the Russian Federation
(State assignment No. Ne 075-00269-25-00).
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A gas discharge with a liquid electrolyte cathode was experimentally studied in the
following parameter ranges: current 80-170 mA, electrolyte temperature 5-70 <,
interelectrode distance 2-8 mm. An aqueous solution of sodium chloride with a molar
concentration of 0.1 mol/l was used as a cathode. The formation of current pulsations
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Introduction

Gas discharges created with the use of
liquid electrolytes as electrodes offer a
versatile source of plasma with extensive
practical applications [1, 2]. Many researchers
have explored gas discharge with liquid
electrolyte  cathode [3-7], generating
substantial experimental data on its electrical,
thermal, and optical properties. However, the
processes governing matter and charge
transfer at the plasma-liquid cathode
boundary remain incompletely understood.
Studies [8, 9] suggest that the transfer of
electrolyte matter into plasma occurs through
local non-equilibrium evaporation impacted
by ion flux bombarding the cathode. This
approach, however, fails to clarify the
mechanism of droplet formation. The

mechanism of cathode sputtering in the form
of small droplets also lacks explanation.

The study [10] presents the use of an
aqueous sodium chloride solution as a liquid
electrolyte cathode. The authors proposed two
mechanisms for droplet generation from the
electrolyte cathode. The first mechanism
involves distortion of the electrolyte surface
shape, where droplets form at the tip of the
cone-shaped electrolyte surface due to a
process equal to electrospraying. High-speed
video recording revealed this first mechanism
operating during the early stage of discharge
temporal evolution. The second mechanism
involves an explosive reaction between
sodium particles and water. The authors
assume that sodium particles form from
atoms in the gas phase. However, questions
remain about how sodium particles form and
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why they move toward the aqueous solution
(electrolyte cathode) rather than being carried
away by the vapor-air flow. They suggest

that this second mechanism creates a
self-sustaining liquid cathode sputtering
process.

The study [11] reported spectroscopic
investigations of discharge plasma with a
distilled water electrode. Optical effects
arising under various factors were analyzed.
One of these factors was the temperature of
the water serving as the cathode. The authors
observed a decrease in OH band intensity by
half when water temperature increased from
30 to 60 °C. This effect is presumed to be
caused by an increase in the partial pressure
of water vapor.

The influence of liquid cathode
temperature on discharge properties was
intentionally studied by the authors of paper
[12]. In this study, direct current discharge
occurred between a liquid electrolyte cathode
and a metal anode nozzle emitting a miniature
helium flow. An aqueous sodium chloride
solution served as the cathode. As a result, a
significant influence of the liquid electrolyte
cathode temperature on sodium transport into
the plasma was revealed. Sodium radiation
intensity decreased along with cathode
cooling and increased with heating. When
they applied pulse-modulated direct current
voltage, sodium emission displayed a delay
relative to discharge initiation.

These findings demonstrate that liquid
electrolyte temperature profoundly affects
matter transfer from electrolyte cathode to
plasma. This study aims to investigate the
influence of liquid electrolyte temperature on
droplet transfer through analysis of current
oscillograms.

Experiment

The experimental setup diagram is
shown in the Fig. 1. The discharge occurred
in air between a metal anode (1) and a liquid
electrolyte cathode (2), while ignition was

achieved by a contact using an auxiliary metal
electrode. The interelectrode  distance
(hereinafter /) was set by changing the liquid
electrolyte level in a vessel (3). The anode
was a tungsten rod with a diameter of 3 mm.
An aqueous sodium chloride solution with a
molar concentration of 0.1 mol/l was used as
the electrolyte. A graphite electrode (4) was
used to create electrical contact with the
liquid electrolyte. It was placed in a vessel (5)
with openings (6) near the bottom. The use of
the vessel (5) prevented electrolysis hydrogen
formed on the surface of electrode (4) from
entering the discharge zone under the anode
(1). Thus, the current pulsations that could
arise due to hydrogen bubbles entering the
discharge zone were excluded. FElectrical
power was supplied from source (10),
equipped with an induction-capacitance filter.
The output voltage was 1740 V. The current
was regulated by changing the resistance of
ballast resistor R1 within the range of

6—12 kQ. A digital oscilloscope (9)
(AKIP-15/1, Professional Control and
Measurement Equipment) with 25 MHz

bandwidth recorded current oscillograms
using a 10 Q shunt resistor (R2). A mercury
thermometer (8) with 1°C divisions
measured electrolyte temperature.

10
|

— = * 1 RI

- g
~ O+

Fig. 1. Experimental unit
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An electric heater (7) with a power of
1 kW was used to increase the temperature of
the aqueous solution. Uniform heating was
achieved through mechanical stirring.
Measurements were conducted with the
heater turned off for a short period of about
] minute. During this short period, the
temperature of the aqueous solution changed
insignificantly (no more than 1°C). For
experiments requiring below-room-
temperature conditions, pre-cooled solutions
were used.

The duration of a single experiment (the
time during which discharge ignition, solution
temperature measurement, and oscillogram
recording were performed) did not exceed
1 minute. Experiments conducted using the
contact method (by touching the liquid
cathode with the metal anode at a maximum
current of 170 mA) showed that Joule heating

[9 mA I, mA

of the solution (liquid cathode) could be
neglected within the experiment.

The instantaneous photographs of the
discharge were obtained using a high-speed
VIDEOSCAN-401 camera.

Results of Experiments and Analysis

Figure 2 presents current oscillograms
characteristic of discharge behavior across
small (2 mm) and extended (8 mm) discharge
gaps. Small-gap discharges exhibit minimal
current pulsations (Fig. 2a—c). As electrolyte
temperature increases, vertical artifact streaks
appear in the oscillograms, creating a
background that makes it difficult to observe
current pulsations (Fig. 2¢). This happens due
to thermal degradation of the anode, which
causes a release of metallic microparticles,
seen as the streaks.

100 100 oo e,

g()hwww 80 . .

100 -

L1 i | l I 1
a)
I, mA I, mA
80 Lwh,m@hmw%
60 f i

T

|
)

Fig. 2. Current oscillograms. Interelectrode distance: a), b), ¢) — 2 mm; d), e), f) — 8 mm.
Electrolyte temperature: a), d) -6 <C; b), e) —20<C; ¢),f) - 70

The experiments showed that electrolyte
temperature effects become significant as
interelectrode distance / increases. In this
case, temperature increase leads to substantial
intensification of pulsations. This pattern is
clearly demonstrated by the oscillograms in

Fig. 2d—f. The amplitude of pulsations
gradually increases and at a temperature of
70 °C reaches tens of milliamperes (Fig. 2f).
A distinctive feature of current
pulsations is that they occur as upward jumps
from a nominal current value. Their
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frequency and amplitude vary randomly.
Based on such patterns observed in the
oscillograms, it can be assumed that current
pulsations form due to the ejection of liquid
electrolyte cathode droplets into the discharge
region. These droplets carry sodium from the
electrolyte, which subsequently ionizes in the
discharge region. The electrons released
during sodium ionization readily respond to
the electric field, contributing to current flow.
Each droplet thus introduces additional
current carriers into the discharge zone,
triggering  abrupt  current  increases.
Simultaneously with 1onization,
recombination processes occur. Naturally,
this decreases the number of electrons, and
the current decreases to its nominal value.

I, mA I, mA
VWL I : '
AN aof g
160 issiasiasianismisiverioa AL LENAENS (1)
; 5ms % 12()_...:.....'....?.
N i1

a) b)
Fig. 3. Oscillograms at elevated currents.
a) — | = 2 mm, electrolyte temperature is 20 <C;
b) — I = 8 mm, electrolyte temperature is 6 T

Figure 3 shows oscillograms recorded at
elevated currents. The temperature conditions
were selected in such a way to enable
comparison with the oscillograms in Fig. 2.
Fig. 3a can be compared with Fig. 2b, and
Fig. 3b with Fig. 2d. In both cases, the same
pattern is revealed. At the same electrolyte
temperatures, instead of  insignificant
pulsations (Fig. 2b and 2d), more intense ones
appear (Fig. 3a and 3b). Consequently,
increasing current contributes to the
intensification  of  current  pulsations.
Apparently, this can be related to thermal
phenomena, happening in the discharge
attachment zone on the electrolyte surface.
The primary energy input to the electrolyte
cathode comes from bombardment by
positive ions, accelerated by the electric field.

With increasing current, the number of
bombarding ions increases, delivering energy
faster than thermal conductivity and
convection can dissipate it. This triggers
explosive localized boiling with droplet
ejection. Sodium contained in the droplets
acts as an indicator of such explosive boiling.
As already noted, this sodium contributes to
current pulsation formation when entering the
discharge region.

Another feature of current pulsations is
that they are most intense at relatively low
frequencies. It was clearly seen in pulsation
spectra obtained using the oscilloscope's
Fourier analysis function. As an illustration of
this phenomenon, Fig. 4 shows a randomly
formed spectrum, highlighting the 0-1.0 kHz
frequency range where current pulsation
amplitudes reach their maximum. Above 1.0
kHz, the pattern becomes monotonic without
significant amplitude peaks. These patterns
occurred consistently at both low and

elevated temperatures of the aqueous solution
(liquid cathode).

P
2.0 v,kHz

Fig. 4. Current pulsation spectrum. Electrolyte
temperature is 70C. I =6 mm. | =100 mA

Due to the fact that sodium transfers
from the electrolyte to the discharge region,
the interelectrode space turns yellow (Fig. 5).

When the discharge operates across
short gaps, the interelectrode space becomes
almost entirely filled with a yellow cloud
(Fig. 5a-c). As the electrolyte temperature
rises, the yellow cloud expands and begins to
enshroud the anode tip (Fig. 5¢). Apparently,
the anode heats more intensely under such
conditions. It begins to erode, resulting in
background artifacts appearing in the
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oscillograms (Fig. 2c¢). When the discharge
operates across more extended gaps, the
yellow clouds adjoins the electrolyte surface
(Fig. 5d, 5c, and 5f). Increasing the electrolyte
temperature to 70°C leads to a substantial
increase in its size (Fig. 5f). This pattern

Conclusion

It has been experimentally established
that small-scale current pulsations arising in a

gas discharge with a liquid electrolyte
cathode significantly depend on the
electrolyte  temperature. Increasing the
electrolyte temperature results in the

intensification of these pulsations. At lower
temperatures, it 1is possible to achieve
discharge conditions with minimal current
pulsations. The observed pulsation formation
patterns align with the droplet model of a
matter transfer from the liquid cathode to the
plasma. These findings can serve as a basis
for a more comprehensive development of
this model.

This research was funded by a grant from the
Academy of Sciences of the Republic of Tatarstan
awarded to young Candidates of Science
(postdoctoral researchers) to support doctoral
dissertation defense, research activities, and work in
scientific and educational institutions of the Republic

indicates a significant increase in the amount
of matter entering the discharge region from
the liquid electrolyte. Some of the matter is
carried in the form of droplets. The higher the
electrolyte temperature, the more intense the
droplet transfer of matter becomes.

Fig. 5. Instantaneous photos of the discharge.
The white lines indicate the anode contours and
the electrolyte surface. The discharge column's

reflection can be observed on the solution
surface. The exposure is 1 ms. Interelectrode
distance: a), b), ¢) -2 mm; d), ¢), f) =8 mm.
Electrolyte temperature: a), d) - 6 <C; b),
e)-20<C;c), f)-70<C

of Tatarstan under the State Program 'Scientific and
Technological Development of the Republic of
Tatarstan', agreement No. 42/2024-PD dated
December 16, 2024.
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The analysis of the kinetic characteristics of electrons and ions during their drift in
inert gases under experimental conditions with dusty plasma in a direct current
discharge in a tube with a diameter of 2 cm, a gas pressure of 0.33 Torr and a current
of 1.5 mA was performed. The electron drift velocity, Townsend energy coefficient,
average energy, ionization coefficient, and the fraction of energy input to gas excitation
and ionization for cases of homogeneous and stratified discharges were calculated
using the many-particle dynamics method with Monte Carlo collision simulation.
Estimates of the wall potential and plasma density were obtained and compared with
the experiment. The characteristics of the ion component are calculated and the
influence of nickel cathode sputtering on the time characteristics of the discharge is
assessed.
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current i=1.5mA. We obtained data on
the size of dust particles trapped in the

Introduction

This paper is aimed at conducting the
analysis of experiments with dusty plasma
the results of which are presented in [1].
This paper depicts how dust traps were
formed in fixed striations in a glow-discharge
in different inert gases with the same
discharge parameters: discharging tube with a
radius R=1 cm, pressure p=0.33 Torr and

gravity-electrostatic trap for all inert gases.
Very significant changes in the average size
of polydisperse quartz particles were
discovered: from 6.3 pm in helium to 3.0 um
in xenon. This indicates a very big shift in
plasma characteristics of the positive column
in a discharge with different plasma-
supporting gases with the same similarity
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parameters PR =3.3x10 Torr-cm and
i/R=1.5x10" A-cm [2-5].

Let us consider the main factors
affecting the dust subsystem with the same
current and pressure of different gases in a
tube of a fixed diameter:

1) when the gas grade changes, the
voltage between the anode and cathode also
changes, the value of the average electric
field strength in the positive column and the
electron  energy  distribution  function
determining all the kinetic characteristics of
the electronic subsystem.

2) dust particles levitate in a stratum
with a strongly inhomogeneous electric field
and the non-locality effect can be very
significant;

3) ionic component determines not only
the entrainment force affecting the dust
particles but also the ionization frequency
necessary to maintain the self-sustaining
discharge due to the ionic recombination on
the tube walls;

4) cathode sputtering leads to the
appearance of metal vapors in noble gases
which are ionized more easily and can
significantly change the ionic composition of
plasma in a fairly short period of time.

In the experiment [1] the positive
column contained dust particles but the
conditions were such that they did not
significantly affect the gas discharge plasma
characteristics. This situation is typical for
dust systems in direct current discharges at
low gas pressure. The problems of ions and
electrons drift do not take into account the
influence of dust particles on the gas
discharge plasma characteristics.

Characteristics of ions drift

In case of strong fields of low gas
temperatures [6], the deviation of the ion

distribution  function from the shifted
Maxwell’s function can be very significant
and the average random energy of ions along
the electric field and across it can vary
greatly. To consider the effect of ion heating
during drift in the electric field, it is
convenient to introduce the concept of

effective ion temperature: T, =§(a>:

:%m<v2>, which consists of thermal motion

of 1ons and directed energy and together with
drift speed it is an average (hydrodynamic)
characteristic of ion flux. It is the effective
temperature of ions as a measure of their
average energy determines for example,
Debye ionic radius.

Despite the fact that the ion distribution
functions both along and across the field
direction are very different from the
Maxwell’s value [6], it makes sense to
introduce two different ion temperatures —
longitudinal T, along the field and transversal
Tr across the field as measures of
mean-square deviation from the average value
(dispersion). At the same time the average ion
energy consists of the direct and random
motion of ions with different dispersion
relative to the drift direction:

<s>=%mw2 +%TL +T,,

where W is drift speed.

In Tablel for the experimental
conditions of [1] the results of calculation
using Monte-Carlo method [6] of the
characteristics of drift of the inert gas singly
charged ions in the homogeneous field: gas
grade, field value E, drift speed W, directed
motion energy, effective, longitudinal and
transversal temperatures, coefficients of
longitudinal and transversal diffusion.
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Table 1
Characteristics of ions drift of inert gases
E: W: 1 2 2 DT:
Gas V/em km/s EmW , K Teff, K T|_, K TT, K D|_, cm’/s sz/s
He 8.5 1.64 646 1072 2385 416 1105 635
Ne 6 0.49 293 662 1248 368 328 249
Ar 4.5 0.16 64 377 499 316 96 92
Kr 7 0.14 105 429 626 330 59 58
Xe 5 0.07 38 344 419 307 38 34
Characteristics of electrons drift the field inhomogeneity on the drift
. characteristics was studied in [10, 11].
The electronic subsystem largely Results of  calculation of the

determines the dusty plasma characteristics
and, ultimately, the size of trapped dust
particles. With the same discharge current and
gas pressure, in addition to the ionization
potential and atom weight, the voltage in the
tube and the electric field distribution also
change. The average values of the field in [1]
were determined according to the voltage on
the positive column (considering cathode and
anode potential drop) and its length. Since the
positive column was stratified in the
experiments, the drift was calculated for each
gas in a constant homogeneous field or
strongly inhomogeneous periodic field
E(X) =<E >[1+8sin(2nx/L)] with an amplitude

of the average field value order <E>. Field
period L is determined according to the

characteristics of electrons drift are given in
Table 2. For each gas grade two first lines is
drift in homogeneous (6 =0) and periodic
(0=1) fields of the released electron (Bulk
model); the next two lines are drift in
homogeneous and periodic fields with
recombination on the wall of the most
energetic electron during the ionization act
(SST wall model) [12, 13]. Temperature of
drift speed, Townsend energy -coefficient,
effective temperature determined through the
average energy value, wall potential, share of
radiation and ionization losses in the energy
balance, ionization reduced factor.

Fig. 1-5 show the dependence of the
electric field in the stratum, distributed of the
average energy along the length, drift speed
and energy deposition share wused for

Novak rule [2, 7-9]: e <E>=IL. Influence of jonization.
Table 2
Characteristics of electrons drift
Gas S W, eD. /1 oV | Te, €V \Ys Olrad, %0 Clion, %0 | /N, A2
km/s eff, Qwall, rads ions 5

He Bulk 0 187 7.4 7.73 00 55.4 30.9 0.098

1 149 8.05 6.53 00 54.9 314 0.100

SST 0 170 7.28 7.26 40.0 47.4 20.0 0.064

| 123 8.63 5.82 39.7 499 21.6 0.068
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End of Table 2

W,
Gas 8 s | eV | TeneV | oua Vo | 0na % | o % | /N, A7
Ne Bulk 0 151 8.7 7.60 o0 56.8 334 0.085
1 142 9.08 6.95 0 54.1 35.5 0.091
SST 0 145 9.81 7.29 31.8 50.3 21.6 0.055
1 137 9.20 6.46 32.0 46.7 22.2 0.057
Ar Bulk 0 41.3 6.45 3.96 0 92.9 5.1 0.013
1 39.1 6.91 4.04 0 86.0 12.1 0.032
SST 0 41.7 6.52 3.96 16.6 89.9 4.0 0.011
1 39.4 7.69 4.02 17.4 79.9 9.0 0.024
Kr Bulk 0 47.6 5.88 3.54 0 83.8 14.1 0.065
1 45.1 6.16 3.54 o0 75.5 21.3 0.098
SST 0 48.2 5.25 3.52 16.0 78.6 9.6 0.044
1 453 6.90 3.48 16.6 65.9 15.2 0.069
Xe Bulk 0 26.9 4.70 2.79 ) 93.3 5.5 0.021
1 24.8 5.32 2.85 0 85.0 13.2 0.050
SST 0 26.4 5.09 2.78 12.5 89.6 4.2 0.016
1 24.8 4.85 2.82 12.9 79.6 9.7 0.037
18 Electric field, V/cm
£—=+ He, 8.5 V/ecm
16 &3 Ne, 6.0 V/iem
Ar, 4.5 V/em
14 e K1, 7.0 V/cm
S 12 m=m-m Xe, 5.0 V/iecm
Z
3 10
S Fig. 1. Dependence of the electric
;i; 8 field along the strata length
4
2
0 0 0.25 0.5 045 1 1.25 1.5 147 2
X/L strata
Mean Eenergy, eV
14
% €—gr He
12 4 &eroNe
Ar
_ 10 ml):
5 g i
E . Fig. 2. Distribution of average energy
g GW along the strata length
§ W
4
2
0

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
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Analysis of the tabular data of the
electronic component of the gas-discharge
plasma properties in inert gases with the same
pressure and current shows that the field
inhomogeneity is most strongly manifested in
the discharge characteristics caused by
inelastic processes: atoms excitation and their
ionization. For light inert gases (helium and
neon) the influence of stratification on the
ionization and luminosity is insignificant —
about 1% but the drift speed and average
electrons energy in the stratified discharge is
significantly lower — by dozens %. For heavy
inert gases this situation changes radically.
The main part of energy is used on atoms
excitation and in the volumetric luminescence
mode (characteristic for the reviewed
discharge type) and it leaves the plasma in the
form of radiation. Drift speed in the
homogeneous field is higher for all gases; it is

1,75 2

most pronounced for light gases without
Ramsauer effect — helium and neon. Field
non-uniformity practically does not affect the
wall potential value.

On gas heating

Joule heat is partially used to heat the
gas. Assuming that all the energy is spent on
heating the gas and is dissipated by thermal
conductivity through quartz walls of the gas
discharge tube, we obtain an upper estimate
for the heating of the tube internal surface
value: AT, =i<E>AR,. /27R\A (Wall

wall
thickness AR, =1 mm, quartz thermal
=132 W/m deg.). The
corresponding values AT,

wall

glass

conductivity A

glass
are given in
table 3 and they make up a small part of K
degree.



56

Applied Physics, 2025, No. 4

To estimate the gas heating, we shall use
the well-known solution of the thermal
conductivity equation for the dependence of
the gas temperature on the ratio:

li(rkd—-l-j:Q(r), where Q(r) — is a power
r dr dr

released in the form of heat per volume unit

[2]. In the approximation of a parabolic

relation, the Q(r)=Q0)1-r*/R*)  and

Mr)=A,=const has the following form:
2 4

T =TR+ -2z A 1T e
16 A 3R” 3R

average energy transfer from electrons to

atoms across the tube cross-section is equal to

<Q(r)>= 2j Q(0)(1—r* /R*)2nrdr / 7R’ =%Q(O) .

Using data from table 2 on the share of
energy loss for excitation and ionization, we
obtain an estimate for heating of gas atoms in
the center of the rube:

AT (0)=T (0)~T (R) =3i€E (1— 0t 5 — gy ) / 8T

Values given in table 3 AT(0) for the
case of a periodic field in the model with wall
show that the heating of gas in tube is several
degrees. Electrons density N, is determined
using the ratio i = eN;WnR®.

Table 3
Characteristics of the stratified gas-discharge plasma in the tube

Gas He Ne Ar Kr Xe
Field, V/cm 8.5 6 4.5 7 5
Reduced field, Td 78.1 55.2 41.4 64.4 46.0
Strata period, cm 2.9 3.6 3.5 2.0 2.4
Wall potential, V 40.0 32.0 17.0 16.7 13.0
Electron temperature, eV 5.82 6.46 4.02 3.48 2.82
Ion temperature, K 1072 662 377 429 344
Upper limit gas heating, K 0.3 0.7 0.5 2.5 1.7
Upper limit wall heating, AT, K 0.015 0.010 0.008 0.012 0.009
Free length Atom, m.f.p. mkm 940 800 560 490 420
Debue length, Electron, mkm 813 904 676 381 254
Debue length, lon, mkm 102 85 61 39 26
Plasma density, 1/cm**3 2.4E8 2.2E8 7.6E8 6.6E8 1.2E9

General characteristics of the gas- in temperature increase by 1 K during over a

discharge plasma in Table 3 correspond to the
case of electrons drift in the periodic fields
for model with wall which are most adequate
to the conditions of current flow under the
experiments [1].

On cathode heating and sputtering

In [1] the nickel cathode undergoes
ionic bombardment with inert gas ions which
cause its heating and sputtering. A simple
assessment for the nickel cathode with a
weight of 10 g at a current of 1.5 mA results

time of about 1s. However, the hollow
cathode effectively cools down due to the
small distance (about 1 mm) to the tube walls,
therefore, tube walls near the cathode can
noticeably heat up. A more detailed
consideration of this important issue is
beyond the scope of this work.

After the discharge ignition the
consecration and, consequently, the influence
of sputtered metal atoms on the plasma
characteristics is proportional to the discharge
combustion time, i.e. the number of sputtered
metal atoms ANmMey. i1n the tube 1is
proportional to the sputtering coefficient,
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bombarding ions flux and bombardment time:
ANpe = y(i/€)At. For a nickel cathode with a
sputtering coefficient of y = 0.7, tube volume
of about 1 1 and current of 1.5 mA, the
impurity concentration of 1% will be
achieved in about 20 s. The appearance of
nickel atoms in the working gas with a
fraction of 1% leads to the fact that metal ions
make up a significant part of ion component
(see [14, 15], where the influence of
admixture of iron atoms in helium and
mercury 1in argon on the discharge is
considered). The point of the above rough
estimation of the running time of one percent
of the impurity in the experiment [1] is that a
significant proportion of the impurity can be
achieved for less than a minute. As the
impurity develops, a reverse mechanism of its
removal will activate (for example, due to the
cathode alloying with impurity ions) and a
certain balance will be established between
the concentrations of the impurity and
working gas). As the impurity concentration
was not estimated in [1], all the results for
electrons drift calculation in Table 2 are given
for pure gases.

In a sealed tube, as the proportion of
metal atoms in the inert gas increases, they
begin to influence not only the positive
column plasma characteristics but the gas
pressure. Our estimates show that with energy
deposition parameters of 1 W characteristic to
these experiments with dusty plasma, gas
heating inside the tube is insignificant (see
table 3), so the increase in gas pressure
(indicator measured directly during the
experiment) is due to the impurity component
and gas heating in the cathode fall region.

Conclusion

The characteristics gas-discharge plasma
in this work can be used for more accurate
determination of dust component
characteristics in the experiments with dusty
plasma [1]. Moreover, using the similarity
parameters PR and i/R these data can be

useful to estimate the characteristics of
avalanche and spark discharge to determine
the characteristics of transfer from avalanche
to spark discharge and for determining the
plasma characteristics in the streamer channel
(3,4, 16, 17].

The authors express gratitude to
V. 1. Kolbov for useful discussions on the
application of similarity parameters when
analyzing different types of gas discharge.
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An analysis of the brightness field of panoramic images of the dislocation structure of
GaAs (100) single crystals grown by the Czochralski method was performed.
The binarisation threshold algorithm was selected based on the patterns of brightness
field formation. Differences in the distribution of pixel brightness values (in 256 shades
of grey) were evaluated by the values of asymmetry and excess coefficients. It was
shown that when individual frames are stitched together, a characteristic ‘dark frame’
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Czochralski method is foremost determined

by the value of thermoplastic deformation
relaxation, and lays within Ng: 10? (InSb) ...

1. Introduction

In addition to demand for

semiconducting single crystals, development 8x10*cm™ (GaAs) interval for
of solid-state electronics also justifies the semiconducting compounds of AIIIBV group
growing requirements to their quality, [3,4].

including the density of structural defects — ASTM standard provides for

dislocations [1]. The effect of dislocations on
electrophysical parameters of the final
integrated circuit is ambivalent: on one hand,
they create additional levels in the band gap;
on the other hand, they are a sink of point
defects [2]. Dislocations concentration level
(Ng) in case of growth according to

determination of dislocation density with the
use of optical light microscopy in 9 fields of
view, location of which considers the specific
features of temperature gradients during
growth (Fig. 1). It is not clear to which extent
it is consistent with the dislocation structure
of a single crystal as a whole, since there is no
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idea regarding the required scope of
measurements (the number of the reviewed
fields) and criteria for choosing arrangement
thereof, which 1is critical to obtain
reproducible and consistent results.

Mass observations of dislocations on the
sample scale with the use of light and electron
microscopy methods (followed by
determination  of their  concentration,
regularity of arrangement within a viewing
field) are complicated due to high labor

22 |23 |24 |25 |26 |27 |28 |29 | 30
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40 4] |42 | 43 |44 | 45 | 456 | 47 | 48
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intensity [5]. Digital transformation of the
structures measurement process should allow
for proceeding from local measurements to
intrinsic measurements on a sample (plate)
scale and assessment of non-uniformity of
etching pits arrangement. This approach has
already proved its efficiency and relevance in
studying other materials [6], but the

efficiency for assessment of dislocation
structure of single crystals of A"BY group is
not evident.

S

9

Fig. 1. Fig.1 Diagram for choosing fields of view according to SEMI M36-0699 ASTM 1404-92
requirements for single crystals with the diameters of (a) 50 mm, (6) 76 mm and ASTM 1404-92 (¢)

17, 8]

The objective of this work is to assess
the possibility to use the advanced digital
image processing methods for development of
the traditional method of preferential etching
and quality assessment of single crystals of
GaAs, based on the need to improve
assessments objectivity, particularly by virtue
of extending the parameters, which
characterize their dislocation structure.

2. Study object

GaAs single crystals alloyed with Te,
40 mm in diameter, were grown with the use
of Czochralski method with liquid
encapsulation of (LEC) molten mass in
crystallographic direction [100]. The plates
cut perpendicularly to the growth axis on the

disk-cutting machine were used as the
samples. The plates surfaces were machined,
chemically polished in acid solution with the
following ratio — H,SO,4. H,0, : H,O (3:1:1)
and preferentially etched in KOH alkali melt
at 450°C within 7 minutes [6,10].

The pan views of dislocation structures
on GaAs plates obtained on Axio Observer
DIm Carl Zeiss microscope with 50-fold
magnification by virtue of individual frames
linking in Thixomet [10] software package
was used as the study object.

3. Justification for choosing
the binarization limit

On the grayscale pan digital view of the
dislocation structure (Fig. 2), each pixel is
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consistent with its own value of brightness
intensity / (0 to 255), which determines the
brightness field of the view in general. The
lower (as compared to the light background)
brightness level corresponds to the dislocation
etching pits. Thus, it is possible to represent

the view in a binary form (matrix of 1-0 type,
where 0 corresponds to a pit, and 1

corresponds to the background) and further
measure the pits geometry (including their
arrangement on the thin section) on the
studied plate scale (Fig. 2).

Brightness, grey level
@
(]

0 200 400 600

800 1000 1200 1400

Distance, pm

Fig. 2. Pan view of etching pits in GaAs (100) (a), including larger magnification (b);
distribution of pixels brightness (c)

However, the occurrence of additional
brightness field anomalies, particularly
related to formation of a darker “mesh” in the
areas of individual frames superimposition
under their cross-linking, is possible when
creating the pan view (see Fig. 2a). The scope
of accompanying distortions of the image
brightness field was assessed by comparison
of distribution of the brightness intensity
values within the mesh framework and the
cells (frames) thereof: 1- 4 (Fig. 3).

The differences in the form of the pixels
brightness intensity values distribution within
cells and framework were found, which is
confirmed by the values of asymmetry and
excess coefficients. The lighter level of the
cell was consistent with a larger deviation of
asymmetry coefficients from zero (normal

distribution sign) — left-side asymmetry
(4= —0.82...-0.84), with a sharp distribution
spike close to a mnormal distribution

(Ey = —0.05...—0.09). For distribution of the
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framework excess coefficients, 4, to E, ratio
was opposite: —0.45...0.49 and —0.57...-0.78,
respectively.

The difference of average values of
pixels intensity in framework and cell was
notable: 159 £43...169 £ 39 and
180 £42...184 £42 respectively. Despite
overlapping the fields of average values
errors by samples, the significance of
difference was confirmed by the results of
testing the hypothesis based on Student
criterion, its experimental values of 7., were
at least 2.585, which exceeded its tabular
value t,, =2.021 at the risk level o =0.05
(sample size was 3600 pcs).

Such difference in brightness fields of
individual fragments of the pan view would

Data quantity, pcs
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107.2 132.0 156.8 181.6 206.4 231.2 256.0

107.2 132.0 156.8 181.6 206.4 231.2 256.0

inevitably  complicate the choice of
binarization criteria. Due to its “meshed”
configuration, the difficulties would occur
even in the use of the most common
criterion— by the level of visual consistency of
initial and binary images. Apparently, the
intrinsic choice of the binarization level
should consider the regularity of the studied
views brightness field formation. To this end,

the secant lines were drawn within the
background and the pits, respectively.
The histograms of individual pixels
brightness intensity values distribution

corresponding to etching pits on GaAs (100)
surface and the background (for the mesh
framework and cell) were compared in the
unified coordinates (Fig. 4.)
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Fig. 3. Distribution of brightness intensity values of etching images on 4 fragments of the viewing field
(1 and 2 — mesh framework, 3 and 4 — cell thereof) of GaAs (100) surface
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Fig. 4. Distribution of brightness intensity values in grey scale for pits and background within
the mesh cell (a) and framework (b)

It is demonstrated that intersection of
the histograms of brightness values
distribution of background and pits in cell and
framework corresponds to the brightness
interval of 150 and 158 grey units,
respectively. It apparently retains the
binarization limit value to be determined.
To identify the limit value (contrast) within
this interval univocally, the image fragments
“cut” from the panorama frame and cell were
converted into a binary form, at the contrast
level compliant with median and boundary
values of the found interval of the shades of
gray — 150, 154, 158 (Fig. 5).

The obtained binary 1images were
consistent with the histograms of areas

Limit 154

Limit 150

Initial images

distribution of dark objects — etching pits
(Fig. 6).

It was determined that distribution of the
values of average areas of the dark objects in
cells and framework, same as distribution of
their lamination intensity, differ from each
other. The lighter level of the cell was
consistent with the largest deviation of
asymmetry coefficients from zero — right-side
asymmetry (4~ 3.27...2.88) and high
peakedness that was reduced with an increase
of binarization limit (£;= 12.18...9.63). 4, to
E ratio for distribution of the values of excess
coefficients of the dark framework objects
areas was opposite: 2.16...2.73  and
4.82...7.98, respectively.

Limit 158

Fig. 5. Effect of differences in
binarization limit level on etch pits
morphology after limit binarization:
firagments of the cell (a) and the

framework (b) of the pan view
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Fig. 6. Histograms of distribution of the values of areas of dark objects pegged to fragments of cells
and framework of the pan view of etch pits on thin section at binarization limit of 150 (a) and 158 (b)
shades of grey
Due to high asymmetry of experimental  Fig. 6, the number of large etch pits (with an
samples distribution under testing the area exceeding 900 pm®) from among their

hypotheses on their difference or similarity,
the use of their average values (and Student
criterion, respectively) may occur to be
incorrect. Thus, for example, in our case, the

studied samples fall under the same
population (texp < 0.722; tan, = 1.98;
o =0.05). However, the wuse of non-

parametric Smirnov criterion non-depending
on the distribution type [11] resulted in an
opposite conclusion: its experimental values
lexp. Were mnot lower than 2.116, which
exceeded the tabular value f#,, = 1.358 at the
risk level ~=0.05 (sample o 70). This
circumstance should be considered under
digital measurement of structures in materials
science where the type of distribution of some
parameters of the structure geometry deviates
from standard (symmetrical) type quite often.

As i1t follows from the obtained results,
the successive increase of the binarization
limit from 150 to 154 and to 158 shades of
grey 1s accompanied with two processes:
formation of new dark objects due to
achievement of their lower boundary of
brightness intensity and increase of
dimensions, a range of already existing
objects, with a possibility to combine some of
them into one. Therewith, as follows from

total number was not high— less than 1.8 %,
but therewith a black share taken by them for
cell and framework amounted to 9-14 and
7-11 %, respectively.

It was established that in addition to
etch pits and background, the studied images
have etching artefacts (Fig. 7a) which
occurrence may be related to defects
emerging during abrasive finishing of the
plate surface.

When  comparing the  brightness
intensity of individual structural components,
it comes out that the etching artefacts have an
intermediate position in terms of brightness
intensity  between  etching pits and
background. Reduction of the binarization
limit from 158 to 150 shades of grey
facilitates their transition to the background,
resulting in significant reduction of dark
objects on the view, which creation is related
to mechanical processing of the plate surface.
In addition, the lower binarization level
reduces a possibility of merging the adjacent
pits, which are mostly located in the dark
framework, which makes the measurements
of the number of pits in framework and cells
compatible. Further reduction of the
binarization limit value (below 150 shades of
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grey) can result in violation of etching pits
contour integrity, which may significantly
change their morphology and distribution

statistics. These circumstances determined the
choice of the binarization level of the binary
view as a whole, equal to 150 shades of grey.
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Fig. 7. Pixels brightness intensity of individual structural components (a) along secant lines
drawn through etching pits and artefacts and background, respectively (b)

It is obvious that the registered objects
with a size of 1.2 to 585 pm? likely have non-
dislocation nature [9]. Such objects are
nothing more than a noise on the studied
image, it can be eliminated by filtration.
Elimination of the dark objects with an area
equal to or below 585 pm® on the image
reduced the amount thereof 6 times and
increased the large pits contribution into
creation of the black area for cell and
framework up to 42 and 45 %, respectively.

It should be noted that the etching pits
which contour differed from the correct
diamond-shaped facet on the binary view are
also the matter of interest and not considered

“artefacts” of digital processing of optical
images.
Conclusion
The algorithm for choosing the

binarization threshold, based on the grey level
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values distributing consistency,
corresponding to etching pits and background
within unified coordinates (in individual
frames which are a part of the panorama cell
and framework — the points of frames
superimposition), the level of which
amounted to 150 shades of grey, was
developed for GaAs (Te) etching pits images
linked into the panorama (option of Thixomet
Pro software) in 256 shades of grey.

Based on the statistics of distribution of
the dark objects areas for the pan view of the
binary image under study in the work, the
noises filtration threshold was determined to
be 585 um?’. Elimination of such dark objects
reduced the amount thereof 6 times and
increased the large etching pits contribution
into creation of the black area for cell and
framework of pans up to 42 and 45 %,
respectively.

Definition of thresholds of binarization
and noise filtration increase the accuracy of
application of modern methods of digital
processing of images when assessing the
structural perfection of GaAs single crystals
during the study of dislocation density on a
sample scale by light and electron microscopy
methods.
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Introduction

The operational reliability of technical
products is determined by the materials
ability to withstand external environmental
factors, which naturally include chemical and
biological elements. Stainless steels typically
exhibit excellent resistance to chemical and
biological corrosion and function effectively
im a wide range of environments.
The corrosion resistance limit of a specific
grade of stainless steel is influenced by the
elements that make up its composition. As a
result, each brand exhibits a different
response when exposed to corrosive
environment. Stainless steel corrosion may be
caused by a disruption in the chemical
composition of the surface layer, exposure to

corrosive environments, and mechanical
damage. The main types of corrosion include
pitting corrosion, general corrosion, inter-
crystalline corrosion, erosion corrosion, and
galvanic corrosion [1]. The cumulative
impact of aggressive factors can significantly
increase the corrosion and degradation rate
[2—4]. When in contact with other metals and
in the electrolytes presence, stainless steel
may experience galvanic corrosion [5].
Biofouling can also cause
biodeterioration of stainless steels and
products, which can lead to the performance
properties loss. Under natural conditions, new
active strains of degrading fungi frequently
emerge across different climatic zones,
including both forests and open spaces. Their
activity, growth  rate, quantity, and
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composition are influenced by the climatic
conditions. Harmful biological factors
encompass bacteria and fungi, particularly in
tropical climates, where fungi, specifically
micromycetes, play a predominant role in
biofouling and the degradation of materials
[6-11]. Microorganisms growing on the
materials may cause damage through their
waste products [12, 13].

There 1is currently a shortage of
organized  quantitative data on the
biodeterioration processes affecting technical
elements in operating conditions, and reliable
methods for diagnosing and predicting the
metals durability and their structures in
interaction with living organisms have yet to
be developed. The impact of non-biological
factors on technical objects, including
chemically corrosive substances, temperature,
mechanical stress, light radiation, etc., has
been thoroughly studied. However, the
characteristics and patterns of influence of
biological factors have not been thoroughly
studied. Researchers primarily concentrate on

o

the ecological and biological aspects of the
issue [14].

The objective of this work is to conduct
a long-term study into the resistance of
unprotected stainless steel samples to
biofouling by microorganisms under field
conditions in both open and closed
environments in a tropical climate.

Experimental section

For the research, thirty samples of
12X18N10T stainless steel, each measuring
50x50x1 mm, were produced. Samples
underwent mycological testing under tropical
climate conditions near Ho Chi Minh City,
Hanoi and Nyagan, Vietnam. Testing
occurred at open grassy areas and sheltered
stations protected from direct sunlight and
precipitation. Each sample was secured to the
bench tester with black-painted metal clips.
Figure 1 shows a photograph of the sample
exhibition stands used for testing near Ho Chi
Minh City.

Fig. 1. Exhibition stands near Ho Chi Minh City. a) — open grassy area,
b) — box protected from precipitation and wind at the mycological site
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In open grassy areas, samples were
exposed to ambient temperature, humidity,
and light-UV radiation conditions typical of
that region of Vietnam. Samples in
mycological testing areas were placed inside
non-hermetic boxes to provide protection
from precipitation and wind. The boxes were
protected from direct sunlight by forest
vegetation. Each sample was secured with
special metal fittings. The continuous
exposure time of each sample was 18 months.

Following exposure, each sample was
placed in individual sterile bags and
transported to the microbiology laboratory for
testing. Each sample was processed in a
laminar box and placed in a sterile, square
Petri dish. The samples were then observed
under a Stemi 2000 stereomicroscope (Zeiss)
through the sealed Petri dish. Fouling of the
samples was assessed using the 6-point scale
outlined in GOST 9.048-75 [15, 16]. Table 1
shows the sample surface inspection results.

Table 1

Evaluation of fungal growth on sample surfaces after exposure (points)

Material/test location

Degree of mold fungi
development (point):
on sample/on fitting

Surface inspection result

Stainless steel,

12X18H10T

Nyagan, open area 0 No fungal growth detected
Nyagan, mycological site 0 No fungal growth detected
Hanoi, open area 0/2 Fungal growth is visible on the

sample fitting

Hanoi, mycological site

0 No fungal growth detected

Ho Chi Minh City, open
area

02 Fungal growth is visible on the
sample fitting

Ho Chi Minh City,
mycological site

0 No fungal growth detected

Rust spots were found at the attachment points of samples in open areas. Fungal growth occurred on
and around rust spots where traces of corrosion were present.

Following the inspection,
microbiological samples were collected from
each sample's surface in a Class 5
microbiological box. This was done using a
special sterile swab to determine the bacteria
and fungi presence. Each swab was then
placed in an individual test tube containing 5
ml of sterile saline solution and shaken on a
Vortex mixer for at least two minutes. Then, a
1.0 ml aliquot of the solution was spread onto
a solid nutrient medium. HiMedia's Potato

Dextrose Agar Medium and tryptic soy agar
were used for fungal and bacterial
inoculation, respectively. Cultures in Petri
dishes were incubated at 28 + 1°C for 2 days
for bacteria and 5-7 days for fungi. After
incubation period, the number of colony-
forming units (CFU) was counted. Then, the
grown bacteria and fungi were identified, if
necessary. Table 2 shows the microbiological
research results.
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Table 2

The microbial content on the surface of the studied samples of stainless steel grade 12X18H10T after the
exposure (CFU/cm?)

Average number of
No Sample testing site microorganisms Average number of | Average number of
: P g g 5 bacteria, CFU/cm? fungi, CFU/cm?
CFU/cm

1 Nyagan, open area 2.5x10° 2.5x10° 0

2 Nyagan, mycological site 1.54x10? 4.0x10° 1.5x10°

3 Hanoi, open area 9.45x10" 2.5x10° 9.2x10*

4 Hanoi, mycological site 3.4x10* 3.3x10* 1.0x10°

5 Ho Chi Minh City, open 2.5x10" 3.9x10' 2.5x10*

area
6 Ho Chi Minh City, 1.47x10° 1.7x10? 1.3x10°
mycological site

Samples without rust showed no fungal
growth (Fig. 2, 3). On these samples, only
fungal spore contamination was observed on
the metal surfaces. The fungal species
composition is characteristic of each site.
Penicillium species dominate in mycological
areas, whereas dark-colored fungi are
predominant in open areas.

As shown in the figures, test samples
installed in open grassy areas exhibited rust at
their attachment points. The samples were
secured with black-painted metal clips. The
contact potential difference between stainless

steel and another metal may initiate oxidation
processes, resulting in corrosion at the contact
point. Furthermore, rust formation was
observed only on samples exposed in open
areas, while no rust spots were found in
mycological areas across different zones of
Vietnam. In open areas, meteorological
factors likely damage the paint coating of the
sample holder. This damage then initiates the
corrosion of the sample metals and the holder
due to the contact potential difference. An
aggressive  environment may  further
accelerate this corrosion.

Fig. 2. Photo of the surface of samples after open-site exposure in Hanoi
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Fig. 3. Photo of the surface of samples after exposure at the mycological site in Hanoi

Therefore, to prevent corrosion under
these conditions, contact between the metals
should be avoided.

Conclusion

Field testing demonstrated that
12X18N10T stainless steel samples can be
subject to chemical corrosion when in contact
with other metals due to contact potential
differences. In open areas, these corroded
areas are prone to extensive fungal
overgrowth.

The paper has been prepared with the support by
the Ministry of Science and Higher Education of
the Russian Federation (State Assignment
No. 075-00269-25-00). Fungal strains were
prepared, tests were conducted, and results were
analyzed as part of research project
FRFM-2024-0035. The methodology was
developed using funds from the joint project
Ekolan T-1.18.
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Introduction

GeSn solid solution films offer an
alternative to post-silicon materials in opto-
and microelectronics due to their higher
charge carrier mobility compared to Si and
Ge. The addition of Sn to the Ge grate
enables a direct band gap in the material, and
also results in a higher effective mass and
charge carrier mobility compared to Si and
Ge. Polycrystalline GeSn films on dielectric

substrates with high transport parameters are
currently a focus of intense research due to
their potential for creating diverse opto- and
microelectronic devices. Polycrystalline GeSn
films are essential for applications like three-
dimensional integrations (3D DlIs) and liquid
crystal display (LCD) control matrices, where
they serve as the only viable option. This is
due to the fact that only the first layer
deposited on a single-crystalline substrate can
achieve a single-crystalline structure with
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high electrophysical characteristics in 3D DIs.
Depositing an insulating oxide or metal on
this layer results in the formation of
amorphous or polycrystalline structures in
subsequent layers. A monocrystalline layer
cannot be achieved on the amorphous glass
substrates of a liquid crystal display.
Polycrystalline GeSn films with high carrier
mobility are fabricated on dielectric substrates
by recrystallizing amorphous GeSn films
using solid-phase crystallization (SPC) [1, 2],
laser annealing [3, 4], or metal-induced
crystallization [5, 6].

To enhance hole mobility in
polycrystalline GeSn films, researchers aim to
increase grain size, typically through solid-
phase crystallization (SPC). SPC often
involves prolonged annealing (450°C for up
to 50 hours) in a resistance furnace under an
inert gas atmosphere. Developing devices like
3D DIs and LCD control matrices requires a
low-temperature process with a heat budget
of 400°C for 2 hours. It ensures that the
characteristics of electronic devices on the
underlying films of 3D DI and LCD display
substrates are not degraded.

Low thermal budget film deposition
techniques are essential, among which the
method of gas-phase deposition with the
decomposition of germane on a “hot wire” —

Hot Wire Chemical Vapor Deposition
(HWCVD), offers significant advantages
among these methods. In contrast to

traditional CVD method, HWCVD achieves

precursor (GeH4) thermal decomposition on a
hot wire located near the substrate, rather than
directly on the substrate itself. Consequently,
film deposition occurs rapidly and at low
temperatures. Therefore, HWCVD method
appears promising for depositing GeSn films
on amorphous substrates even at equally low
temperatures.

Limited information is currently
available regarding dopant behavior and the
resulting properties of polycrystalline GeSn
films. In situ p-type doping of polycrystalline
GeSn films is an under-explored area of
research. The higher solubility of gallium
(Ga) in the Ge matrix, relative to boron and
aluminum, makes it a promising p-type
dopant [7]. The aim of the work is to study in
situ gallium (Ga) doping of single- and
polycrystalline GeSn films during their
growth using HWCVD method. We have
previously demonstrated [8] that this method
effectively produces high-quality epitaxial Ge
layers on Si(001) at low temperatures
(~ 350 °C).

Experiment procedure

Single- and polycrystalline Ge and
GeSn films were deposited using HWCVD
method in a custom-built setup at N. I
Lobachevsky State University of Nizhny
Novgorod. The installation scheme is shown
in Figure 1.

Fig. 1. Schematic diagram of the setup
used for growing polycrystalline GeSn
films using the HWCVD method

Pyrometer
<

Getter-ion pump
] ]
/ Si substrate \
Nitrogen
trap
Diffusion
pump \ .
Forevacuum / LIJ Effusion cell
pump . )
Hot strip (Ta) GeHy gas (purity level — N5)
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Film growth was conducted under non-
equilibrium  conditions, i.e., at low
temperatures (7 =250-350 °C) due to the
thermodynamic instability of GeSn solid
solutions.

The substrates were radiatively heated
using a custom-built heating setup. The base
pressure in the growth chamber was
~5x10” Torr and was created by titanium
getter-ion pumps (GIP). Diffusion pump and
a forevacuum pump were used to rough pump
the GINs and the growth chamber.
The diffusion pump allows pumping out any
gases (including germane) in atomic and
molecular states. A nitrogen trap, positioned
above the diffusion pump, protected the
growth chamber from back diffusion of oil
from the forevacuum and diffusion pumps.
A flow of germanium atoms was generated by
decomposing germane (GeH,;) of N5 purity
on a tantalum strip heated to 1400 °C. This
process introduced germanium into the
growth chamber, achieving a pressure of
4x10™* Torr. The germane pressure in the
growth chamber during the growth of
polycrystalline GeSn films was maintained
using a gas puffing system. The Sn flow was
evaporated from a standard effusion cell. In
situ doping of polycrystalline GeSn films
with Ga atoms using a Ge:Ga source in
HWCVD process was conducted for the first
time. We first investigated the dopant transfer
mechanisms from the source to the epitaxial
film.

Subcontact device islands require
polycrystalline  films with a  dopant
concentration (up to 10cm”). We

evaporated impurities from a molten zone

formed on a Ge:Ga source by increasing the
current flow until melting occurred on its
surface. The diffusion coefficient of Ga atoms
in the semiconductor melt is several orders of
magnitude higher than in the solid state [9].
This significantly increases the impurity flux
density, leading to a higher Ga concentration
in the deposited GeSn films.

High-resolution = X-ray  diffraction
method (Bruker D8 Discover) was used to
investigate the structure of single-crystalline
and polycrystalline GeSn films grown on
Si102/Si(001)  substrates. The electrical
parameters of Ge and GeSn films were
studied by the Van der Pauw method at room
temperature with Nanometrics H5500PC
setup. The distribution of charge carrier
concentration across the thickness of single-
crystalline films was determined with the C-V
profiling method.

Results of experiment and discussion

We investigated the Ga atoms transfer
from a Ge source: Epitaxial Ge films were
doped with Ga (Ge grade GDG 0.003, Ga
concentration: ~1x10" cm™) at substrate
temperatures ranging from 300 to 500 °C.
The Ge films grew at a rate of ~12 nm/min.
The grown films thickness was 1+2 pm.
The relationship between hole concentration
in the Ge:Ga film and the inverse growth
temperature is shown in Figure 2. It exhibits
an exponential relationship. The activation
energy of doping calculated from the slope of
the graph was 20.3 kcal/mol.
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Fig. 2. Hole concentration dependence in Ge:Ga epitaxial layers
on substrate temperature

Our study of Ga impurity transfer from
a Ge:Ga sublimation source to a Ge film
during Ge/S1(001) growth using HWCVD
method revealed that hole concentration can
be controlled by selecting an appropriate
source and varying the growth temperature.
This allows to obtain films with hole
concentrations ranging from 1x10' cm™ to
1x10" cm™. Dopant concentration in the
films was also controlled by varying the
Ga/Ge atomic flux ratio, while maintaining a
constant growth rate of v=12 nm/min and
substrate temperature T,=350 °C.
The simplicity and reliability of this doping
method for obtaining medium to high dopant
concentrations in epitaxial films shall be
emphasized. Growing highly doped films

requires a maximum reduction in growth
temperature. Due to the presence of
atomic hydrogen as a surfactant, HWCVD
method enables the growth of structurally
perfect Ge:Ga layers on Si(001) at low
temperatures (300 °C). Table 1 shows
structural parameters (according to the XRD
method) of Ge:Ga/Si1(001) films.
For comparison, undoped Ge films
were additionally grown in this set of
experiments. As can be seen from the table,
gallium doping enhances the structural
perfection of Ge films, with a decreasing
FWHM parameter.

Figure 3 shows the hole concentration
distribution profile in the Ge:Ga/Si(001)
epitaxial film grown at ~ 325 °C.

Table 1
Growth conditions and structural parameters of Ge/Si (001) and Ge films: Ga/Si (001)
No. 1 2 3 4 5
Film type Ge Ge:Ga Ge:Ga Ge:Ga Ge:Ga
Ts, °C 300 300 350 450 500
Thickness, pm 1.5 1.6 2.0 0.8 1.4
FWHM, ang. min 6.9 3.87 3.75 5.7 2.898
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Fig. 3. Distribution of hole concentration across the Ge:Ga/Si(001)
epitaxial layer grown thickness at T; =325 <

The hole concentration in the epitaxial
film was determined from diode capacitance
dependence measurements of the n'—p-
junction between the substrate and the film.
Starting from the substrate the hole
concentration is uniformly distributed at
~2x10" ¢cm™ throughout nearly the entire
measured film thickness. This value was also
obtained using the Van der Pauw method
when growing a Ge:Ga film on a high-
resistivity ~ substrate. This uniform Ga
concentration  profile indicates surface
segregation of Ga during film growth. This
dopant behavior may be attributed to atomic
hydrogen, a surfactant formed during GeH,
decomposition on the “hot wire”, which
promotes layer-by-layer growth of Ge:Ga
films.

Table 2 presents the growth parameters
data (7, — wire temperature, T, — tin effusion
cell temperature), composition (x) Ge;.,Sn,,
structural perfection (FWHM), and electrical
properties (charge carrier concentration and
mobility, specific resistance) of both epitaxial
and polycrystalline films.

Epitaxial GeSn films exhibit decreasing
structural perfection with increasing tin
content but improved structural perfection
with in situ Ga doping. Evaporating Ga from
a molten zone on a Ge:Ga source enabled us
to achieve a maximum hole concentration of
55,4x10" cm™ in polycrystalline GeSn films
grown on Si0,/Si(100) substrates.

Table 2

Growth conditions, structural and electrical parameters of epitaxial and polycrystalline Ge;.4Sny films

XRD data Electrical parameters
Sample No. Tra, °C | Tgp, °C . % FWHM, ° N, e L em?/Vs P,
Ohm-cm
GeSn epitaxial films
1 1450 1040 34 0.39 2.6x10" 124 0.19
2 1400 | 1040 3.7 0.43 5.2x10"7 133 0.09
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End of Table 2

XRD data Electrical parameters
Sample No. Tra, °C | Tgp, °C . % FWHM, ° N, e " Vs P,
Ohm-cm
GeSn:Ga epitaxial films
3 1400 | 1040 1.7 0.2 4.4x10" 299 0.05
4 1450 | 1040 22 0.24 1.3x10"7 247 0.13
GeSn polycrystalline film
5 1400 1020 — - 5.9x10" 34 0.03
6 1400 1030 - - 3.9x10"® 37 0.043
GeSn:Ga polycrystalline films
7 1400 | 1030 — - 5.4x10" 33 0.014
8 1450 | 1030 -~ - 7.0x10" 51 0.017
Conclusion Conflict of Interests:
This study examined the factors The authors declare that they have no

governing in situ doping during the HWCVD
growth of single- and polycrystalline Ge and
GeSn films using a sublimating Ge:Ga
source. The activation energy for Ga atoms
(holes) doping in single-crystal Ge films was
determined to be 20.3 kcal/mol from the
dependence of hole concentration on substrate
temperature. The uniform Ga distribution
throughout the Ge film suggests minimal Ga
surface segregation during the growth
process. To enhance the hole concentration in
the subcontact p+ regions of optoelectronic
devices based on polycrystalline GeSn films
grown on SiO,/Si(100) substrates, we
implemented a doping method used for the
first time. By forming a molten zone on a
Ge:Ga source, we achieved a Ga
concentration of 5,4><1019 cm™ in the GeSn
films, surpassing the levels attainable with a
sublimating Ge:Ga source.
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Electrophysical properties of (Pd-SiO,)/InP structures in vacuum and in 100 %
hydrogen medium have been studied. The specified structures contained palladium
nanoparticles in composition of a silica film synthesized by the sol-gel method on an n-
InP substrate. It was shown that in hydrogen medium a decrease in cut-off voltage
takes place by an amount of 0.03V comparing to that in vacuum. Herewith the
potential barrier resistance at U = 10 mV is decreased by about one order of magnitude
in the temperature range 90-300 K. It is established that in hydrogen medium the
tunneling conduction mechanism temperature range of the structure is increased from
90 to 200 K comparing to that in vacuum (90-150 K).
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Introduction

Palladium's (Pd) unique hydrogen
absorption capacity and high hydrogen
diffusion rate make the palladium-hydrogen
system a subject of significant research
interest [1-3]. The dissolution of significant
amounts of hydrogen in Pd deforms the
metal's crystal lattice, altering its electrical
[2, 4], mechanical [5, 6], and optical [3, 7, 8]
properties. These changes in properties enable
the detection of hydrogen gas using various
sensors. These sensors typically employ
metal-semiconductor  structures with a

Schottky  barrier [9] or metal-oxide-
semiconductor (MOS) devices with catalytic
metals like Pd or Pt [10, 11] as their sensing
elements.

The Pd layer in these sensors is created
using various techniques, such as thermal
evaporation in a vacuum, vapor deposition,
etc. [9, 12, 13]. We synthesized Pd
nanoparticles dispersed within a thin silica
film SiO, matrix using the sol-gel method
[14]. Micro-level homogenization of the
initial components ensures the production of
materials with uniform composition [15].



82

Applied Physics, 2025, No. 4

The sol-gel synthesis method is
advantageous due to its simplicity, the readily
available reagents and equipment, and its
ability to form functional layers on various
substrate geometries [16].

We have previously reported on the
fabrication and electrical and photoelectric
characterization of structures consisting of Pd
nanoparticles in SiO, films, synthesized via
sol-gel and deposited on n-InP substrates.
Photoelectric hydrogen sensors based on
these structures have shown promising results
[17].

This article explores development of a
hydrogen sensor using palladium Schottky
diodes on A™BY semiconductors. This article
investigates the electrophysical properties of
(Pd-S102)/InP Schottky diodes with a thin
silica film SiO, and Pd nanoparticles in
vacuum and 100 % hydrogen atmosphere.
This information is currently absent in the
scientific literature.

Experiment

The manufacturing process used to
create these structures is described in detail in
[17]. The object of study is (Pd-SiO,)/InP
structures comprising Pd nanoparticles within
the silica Si0, film fabricated by the sol-gel
method on n-InP  (100), n~10"cm™.
Palladium chloride PdCl, served as the
precursor for Pd. A sol, prepared for
reproducible film formation, was spin-coated
onto the InP substrate, forming a thin SiO,
film. The film was then annealed at <250 °C
in air to enhance mechanical strength and
create a silica matrix with uniformly
distributed Pd nanoparticles. The molecular
ratio of components in the silica film was
20 mol Pd per 100 mol SiO,. Hereinafter,

these samples are designated as (Pd-Si0O,)/InP.

X-ray reflectometry indicated that the
(Pd-S10,) films, containing Pd crystallites

approximately ~8 nm in size, had a thickness
of <50 nm [17].

A cross-shaped Au contact was formed
on the silica film to ensure uniform current
distribution across the structure's surface.
A silicon nitride (SizNy) layer was used to
define a 1 mm’ active area and minimize
leakage currents. A continuous Cr/AuGe/Au
ohmic contact was formed on the substrate
back side. 1.4x1.7 mm chips were mounted
on standard TO-18 chip holders. A schematic
diagram of the studied structures is shown in
Fig. 1.

AuGe/Au

Fig. 1. Schematic diagram of the studied structure
(Pd-SiO,)/InP

The current-voltage characteristics (I-U)
of the structures were measured from 80 to
300K in 10K increments, initially in a
cryostat evacuated to 107 Torr, and
subsequently in a cryostat filled with 100 %
hydrogen. Measurements were conducted
using a  KEITHLEY-2600A source
measurement unit (Keithley Instruments, Inc.),
with data recorded on a computer (a positive
potential was applied to the film containing
Pd nanoparticles).

Results and their analysis

Let us consider the current-voltage
characteristics (I-U) of  (Pd-SiO,)/InP
structures in  the temperature range
(80-300) K (Fig. 2).
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jx107%, Alem®

2

Fig. 2. Current-voltage characteristics of the (Pd-SiO,)/InP structure measured in vacuum (solid lines) and in
100 % hydrogen (dashed lines). Temperature K: 1 - 80, 2 - 130, 3- 170, 4 — 210, 5 — 250, 6 — 300

It can be seen from the figure that the
volt-ampere characteristics have a diode
character. The forward current-voltage
characteristic is well approximated by a
function of the form:

j:jo[exp(eU/s)—lj, (1)

where e =BkT describes different

conductivity mechanisms in  structures
featuring a potential barrier, and j, is the
voltage-saturation current.

The [-U  characteristics  undergo
substantial changes when measured in a
hydrogen atmosphere (100 % vol.) relative to
I-U characteristics taken in vacuum (Figs. 2a
and 2b). Throughout the studied temperature
range (80-300K), the forward [-U
characteristics consistently shift left towards
lower voltages, similar to the observed in
Pd/InP structures with a continuous Pd layer.

The graph in Fig. 3 depicts how the
cutoff voltage U.y.ofr Of the studied structure
varies with temperature in vacuum and 100 %
hydrogen atmosphere.

This parameter is obtained by
extrapolating the volt-ampere forward
characteristics to zero current at high forward
bias. The cutoff voltage decreases almost

linearly with increasing temperature from
80K to 300K, both in vacuum and in
hydrogen atmosphere. Within the temperature
range of 80-300 K, the cutoff voltage studied
in hydrogen environment is approximately
~0.03 V lower than that observed in vacuum.
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Fig. 3. Temperature dependence of the cutoff voltage
of the (Pd-SiO,)/InP structure; 1 — in vacuum,
2 —in a hydrogen environment

The resistance R,,; of the Pd-SiO, film,
measured at high forward biases in vacuum
over the temperature range 80-300 K,
exhibits ohmic behavior and increases from
30 to 44 Q with rising temperature (Fig. 4).
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Fig. 4. Temperature dependence of the silica film resistance containing Pd nanoparticles:
1-inavacuum, 2 —in a hydrogen environment

R,,; increases from 40 to 50 Q in the
same temperature range in a hydrogen
environment. The rise in Ry, may result from
increased resistance of the silica matrix
during interaction with hydrogen.

Fig. 5 shows the resistance temperature
dependence of the structure R, potential
barrier.

Its value is determined by the current-
voltage characteristics slope at voltage values
U=10mV. The R, resistance in the hydrogen
environment decreases by approximately an
order of magnitude compared to the vacuum
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resistance. The resistance R, in vacuum and
in hydrogen environment depends on 80 K-
200 K temperature range. This is typical of
the conduction tunneling mechanism. As the
temperature increases above 200K, the
resistance R, in vacuum  decreases
exponentially, with an activation energy of
E,; = 0.3 eV. This parameter corresponds in
magnitude to the height of the U,y..¢ barrier
at 150 K. The indicated temperature may
characterize the transition from the
conduction tunneling mechanism to the
thermal tunneling one.
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Fig. 5. The potential barrier resistance dependence of the (Pd-SiO,)/InP structure on temperature:
1 -inavacuum, 2 — in the hydrogen environment
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In the hydrogen environment, when the
temperature rises above 200 K, the potential
barrier resistance varies with an activation
energy of E,;=023eV. This value
corresponds to the barrier height at 200 K, as
shown in Fig. 3. This change may also be
used to define the temperature at which the
mechanism transitions from conduction
tunneling mechanism to thermal tunneling
one. A sign that the tunneling component of
the current is increasing is the expansion of
the temperature range in which the tunneling
mechanism predominates [18]. In the studied
structures under vacuum conditions, the
temperature range is AT =(80-150) K,
whereas in the hydrogen environment it is
AT = (80-200) K. Therefore, in the hydrogen
environment, the conductivity in the studied
structures  shifts towards the tunneling
mechanism.

Conclusion

It was observed that when hydrogen is
present (100% vol.), the I-U characteristic of
the (Pd-SiO,)/InP structure differs from its
I-U characteristic in vacuum. It was observed
that the cutoff voltage U....i decreases by
0.03 V compared to vacuum Uy

It was observed that the overall
electrical resistance of the structure may be
viewed as the sum of the series resistance
from the silica matrix containing palladium
nanoparticles and the resistance of the
potential barrier in InP, which arises from the
Pd nanoparticles in the silica film on the InP
surface. The potential barrier resistance at U
= 10 mV in a hydrogen environment
decreases by an order of magnitude in the
temperature range from 80 to 300 K.

It was determined that in the examined
structures  (Pd-Si0,)/InP, tunneling and
thermal tunneling conductivity mechanisms
occur in the presence of hydrogen and in a
vacuum at temperatures ranging from 80 to
300 K.

The R,,; resistance of the film made of a
silica matrix with uniformly distributed

palladium nanoparticles (Pd-SiO,) exhibits
ohmic behavior. R, increases by 10-20 % in
the hydrogen environment.
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Features of plasma formation on the surface of oxygen-free copper under irradiation
with double bichromatic (355 nm and 532 nm) nanosecond laser pulses with different
time intervals and pulse sequences were revealed. Experiments were conducted with an
increasing number of double bichromatic pulses and different pulse sequences at
energy densities of about 200 J/cm’ each pulse. An increased crater depth was
established with the laser pulse sequence of 532 nm + 355 nm compared to the reverse
sequence of pulses with wavelengths of 355 nm + + 532 nm. The results of the work can
be used to select the optimal mode of processing materials with double bichromatic
pulses, as well as in further studying the features of laser plasma formation.
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DOI: 10.51368/1996-0948-2025-4-87-93

Introduction

The study of materials laser ablation is
of significant importance because of the
ongoing advancements in laser technology
and the growing range of its applications [1-3].
The laser ablation in air depends on the
thermophysical and optical properties of the
target materials, the wavelength and intensity
of the laser radiation, as well as the laser
pulse duration and their repetition frequency.
It has been demonstrated that at high laser
repetition rates (exceeding 5 kHz) and high
laser radiation intensities, the ablation of

materials in air is primarily associated with
the formation of erosive plasma, which
significantly increases the pressure on the
radiation surface [4]. In these ir radiation
modes, the efficiency of material ablation
increases significantly, thereby expanding the
potential for laser processing [5—11].

Even when subjected to two nanosecond
laser pulses with a time interval of units or
tens of microseconds between them, an
increase in the radiation material ablation and
the resulting plasma heating was observed
[12—15]. An increase in the heating of the
near-surface plasma and an increase in ion
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energy are also observed when subjected to
two femtosecond laser pulses with time
intervals ranging from units to thousands of
picoseconds [16, 17]. Therefore, double-pulse
laser action on materials is widely used in
laser-induced spark emission spectroscopy
[18].

Experiments have demonstrated that
double-pulse bichromatic laser offers greater
flexibility in managing the processes of laser
modification and ablation of various
materials, along with the heating of the near-
surface plasma [19-23].

Copper and its alloys are basic materials
in electrophysics and electrical engineering
because of their excellent electrical and
thermal conductivity [24]. However, the high
thermal conductivity and reflectivity of
copper may occasionally create challenges
during its laser processing [25, 26].
To address this issue, neodymium Q-switched
lasers are effectively used, producing laser
radiation in the visible and ultraviolet (UV)
ranges with acceptable efficiency [27-32].
Additional advantages in laser plasma
formation and heating may be achieved
through a two-pulse radiation mode using
different wavelengths (bichromatic), which
considers variations in the target’s reflectivity
and the plasma’s radiation absorption
coefficient depending on the laser radiation
wavelength [21, 32-34].

The purpose of this study is to
investigate the plasma formation
characteristics on the surface of oxygen-free
copper when exposed to bichromatic pulses
with varying time intervals between them,
and to determine how the depth of ablation
craters depends on the number of double
pulses and their sequence.

Study object and experimental procedure
The study focused on polished samples

of oxygen-free copper, measuring 40 mm in
diameter and 8 mm in thickness, which

initially had a surface roughness of 25 nm and
were subjected to radiation with bichromatic
laser radiation in  different modes.
The experiment used a setup featuring
two nanosecond Nd:YAG lasers (Lotis TII
LH-2132 and Lotis TII LH-2137) with
532nm and 355 nm wavelengths (L), and
15 ns and 18 ns pulse durations, respectively.
The synchronization system enabled the
production of paired nanosecond pulses with
a specific time interval and sequence, which
is crucial due to the reflection coefficient for
most metals significantly decreases as the
wavelength shortens [34]. At A =355nm,
copper reflects approximately 10 %, and at
A=532nm, it reflects 40 %, while at
A = 1064 nm the reflection is 97 %.

The experiment investigated the
formation of erosive plasma in air using
different combinations of pulse sequences and
interpulse time intervals. The ablation laser
plume was recorded by a video camera based
on the ICX415AL CCD matrix with an [-90U
4/75 lens (f =75 mm). The exposure of an
individual frame was ~3 ms. A series of
frames were recorded with synchronization
from the second pulse of bichromatic laser
radiation.

The peak power density (Wp) of the
radiation was approximately 200 J/cm” with a
125 um laser spot diameter created on the
surface of the MB using a spectrum splitter
and an achromatic objective. The number
of double pulses and the delay time
between them At could be adjusted up to
several microseconds. Following laser
exposure, morphological alterations on the
sample surface were examined using a
NewView 7300 optical profilometer.

Results and discussion

The picture of near-surface plasma
plume excited by bichromatic laser pulses
with L= 355 and 532 nm (W ~200 J/cm?,
Q355 =12 GW/cm?, gs3 =13.8 GW/cmz)



Applied Physics, 2025, No. 4

89

demonstrates distinctions for different pulse
sequences (Fig. 1).

When the pulses with a wavelength of ¢
A =355 nm acted first (Fig. 1a—c), the near-
surface plasma plume formed a wvertically
elongated shape. This most likely indicates
the occurrence of plasma shielding and a shift
of the plasma plume core away from the ir
radiated surface. This elongated structure was
already formed wunder laser radiation
conditions At =—1.4 us, initially appearing as
a structure with a small protrusion (Fig. la),
and rapidly reached its maximum size by
At =—-4 ps. A negative time delay indicates
that the 355 nm pulses preceded the 532 nm
pulses, while a positive time delay indicates
that the 532 nm pulses preceded.

For case of A =532 nm pulses leading
action (Fig. 1g-i), the plasma plume dynamics
followed a similar pattern, but over a broader
range. With a time delay of At =+1.4 ps, the
near-surface plasma torch was hemispherical.
At At = +4 ps, a protrusion appeared, similar
to that observed at At=-1.4ps, and by
At = +6 ps, the elongated structure reached its
maximum size.

At significantly lower bichromatic laser
radiation  (approximately 1  GW/em?),
previous work [33] reported that the near-
surface plasma was more heated when the
355 nm pulses led, with maximum heating
observed at a time delay of At =—1.4 ps. This
discrepancy may stem from differences in the
absorption coefficients and mechanisms of
the A =355 nm and 532 nm laser radiation by
the near-surface plasma [35] and ablation
products, as well as differences in the laser
radiation energy parameters between this
study and that reported in [33]. Thus,
radiation A = 355 nm penetrates deeper into
the formed plasma and undergoes greater
absorption near the irradiated surface, unlike
532 nm laser radiation, that also absorbed
near the outer reach of plasma plume.

At high intensities, 355 nm laser radiation
penetrates the target surface, significantly
heating the resulting plasma along its entire
path. This effect is amplified with bichromatic
radiation because the first pulse (532 nm)
affects the ablation products, which expand
thermally during the inter-pulse interval,
thereby influencing the subsequent pulse's
interaction. However, further research into
laser ablation dynamics is required to validate
these assumptions.

Fig. 1. Images show near-surface plasma generated by bichromatic laser pulses
(355 nm at 12 GW/cm’, 532 nm at 13.8 GW/cm’) with inter-pulse delays of:
a) —1.4 us; b) —4 us; c) —6 us; d) +1.4 us; e) +4 us; f) +6 us.
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Figure 2 shows crater profiles on a
copper surface after single bichromatic pulse
pair: one where the 355 nm pulse precedes
the 532nm pulse (A =355+ 532nm,
At =-1.4 ps), and another one with 532 nm
pulse leading action (A=532 + 355 nm,
At =+1.4 ps). Despite the fact that the
absorption coefficient of copper in the UV
range is significantly higher than in the
visible range, a significantly deeper crater
(7 um) 1is produced when the A =1532nm
pulse precedes the 355nm pulse in a
combined exposure. The crater depth is

3.084
3\

3

~ 4 um with the reverse order of laser pulses.
Single pulses at A =355 nm and A =532 nm
produced crater depths of 4.4 um and 2.3 pm,
respectively.

Profilometry data clearly demonstrates
this effect by showing crater depth variation
with the number of double pulses, given a an
interpulse time interval (At ==1.4 ps) which
also determines pulse sequence (Fig. 3).
Significantly deeper craters result from a
positive time delay, a factor to consider when

optimizing material processing with double
bichromatic pulses.
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Fig. 2. Profilometry data (profilogram and central section) of oxygen-firee copper,
treated in air W ~ 200 J/cm’ bichromatic pulses:
a) A=355+532nm; b) A=532+ 355 nm
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Fig. 3. Dependence graphs of the crater depth obtained after laser exposure on the
laser pulses at different sequences of wavelengths and the delay time between them
(W ~200 J/cm’). At=-1.4 us corresponds to the A =355 + 532 nm; At=+1.4 us
corresponds to the A =532+ 355 nm

Conclusion

This paper examines how irradiation by
pairs of nanosecond laser pulses with
wavelengths of 355 nm and 532 nm, affect
the polished surface of oxygen-free copper.
Increased energy density ablation (around
200 J/cm®) experiments using a CCD camera
revealed differences in near-surface plasma
plume formation: for the A =355nm pulse
leading action, the plasma plume was
vertically elongated; however, the A = 532 nm
pulse leading resulted in more extensive
plume dynamic changes.

Experiments using multiple pairs of
nanosecond bichromatic pulses, with varied
pulse order, showed that 532 nm pulses
leading action caused production of
significantly deeper craters on oxygen-free
copper samples compared to 355 nm pulses
leading. Revealing of such effect contributes
for optimization of material processing using
double bichromatic pulses and enables
fundamental advancements in laser plasma
formation.

The paper has been prepared as part of the state
assignment of the Ministry of Education and Science
of Russia (FFGR-2025-0001), as well as the
Government Scientific Research Program of the
Republic of Belarus “Convergence-2025"
(assignment 2.2.02).
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The applicability of electron paramagnetic resonance (EPR) spectrometry for
identifying radiation treatment of seeds was investigated using spring wheat as a model.
The seeds were irradiated with a ""GUR-120"" gamma facility at doses ranging from 100
to 1000 Gy. After irradiation, the seeds were stored under controlled conditions and
analysed using EPR spectrometry. The dependence of EPR signal intensity on the
radiation dose and the decay kinetics over time were analysed. An increase in EPR
signal intensity was observed with higher radiation doses, indicating an increase in the
concentration of paramagnetic centres. The signal decay kinetics showed a significant
decrease in intensity during the first 14 days after irradiation, followed by a slower
decay over several months. A quantitative analysis confirmed the correlation between
radiation dose and the concentration of paramagnetic centres. The results indicate that
EPR spectrometry is a sensitive method for identifying radiation treatment of wheat
seeds.
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wheat seeds; free radicals.
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Introduction made in 1912, but insufficiently powerful

sources prevented practical application [4].

Food safety and product quality control
have become paramount concerns in the agro-
industrial sector in recent decades. Grain
losses during storage reach 10-30 % in the
Russian Federation. The main reasons for
these losses are damage by insect pests and
phytopathogens. Based on a large body of
research [1-3], the effectiveness of using
radiation processing for disinfestation of grain
and grain products has been demonstrated.
Initial attempts to use this technology were

Modern systems provide the power necessary
for radiation disinsection. The introduction of
GOST ISO 14470-2014 has spurred renewed
interest in this field.

Zakladny G. A. and colleagues (1970,
1973) demonstrated that optimal radiation
doses for wheat and barley ranged from 150
to 1000 Gy effectively control insects without
compromising grain quality [5]. In addition,
low-energy electron radiation is also being
explored as a method for -controlling
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agricultural crop diseases [6]. After
irradiation, the grain does not exhibit any
induced radioactivity and retains its physical
and chemical quality characteristics. IAEA
requirements dictate the use of only gamma
radiation sources (“°Co or ''Cs), X-ray
bremsstrahlung radiation (below 5 MeV), and
accelerated electrons (below 10 MeV) for
radiation [7]. Such products shall be marked
with the “Radura-logo”, as per international
standards. However, if the product was not
labeled accordingly, radiation treatment may
still be experimentally confirmed. Electron
paramagnetic resonance (EPR) spectrometry
is among the most sensitive techniques for
detecting evidence of radiation exposure.
EPR spectrometry is an effective analytical
method for investigating free radicals in
various materials, such as organic and
inorganic compounds, metals, and biological
systems. Irradiation of food products
generates paramagnetic centers (free radicals)
that may be detected using EPR spectrometry.
This method is non-destructive and highly
sensitive, making it well-suited for
monitoring food irradiation.

This method is regulated by national
(GOST R 52529-2006, GOST 31652-2012,
etc.) and European (EN 1787:2000, EN
13708:2001, etc.) regulatory documents.

The purpose of this study is to explore
the potential of using EPR spectrometry to
detect irradiation in agricultural crop seeds,
with spring wheat seeds serving as the
example.

With this object in view the following
tasks were solved:

1. Establishing the dependence between
EPR signal intensity and the irradiation dose
of wheat seeds.

2. Study of the EPR signal decay
kinetics in irradiated seeds.

3. Conducting a quantitative analysis of
paramagnetic centers in irradiated samples.

4. Assessment of the capabilities and
limitations of EPR spectrometry for detecting
irradiation in wheat seeds.

The results of this study may contribute
to the development of new strategies for food
quality and safety monitoring, as well as
improve existing dosimetry methods.

Materials and methods

Irradiation and sample preparation

The study focused on spring wheat
seeds of the Iren variety, harvested in 2023.
The seeds were exposed to gamma radiation
at doses ranging from 100 to 1000 Gy, in
100 Gy increments, using the unique
scientific facility GUR-120 (UNU GUR-120
(No. 2795259)) at the Russian Institute of
Radiology and Agroecology of National
Research Centre «Kurchatov Institute». Non-
irradiated seeds served as the control group.
After irradiation, the samples were stored in
plastic bags at room temperature and
atmospheric pressure, away from direct
sunlight.

The seeds were crushed using a coffee
grinder (Kitfort) and a mortar and pestle, then
sieved through a 0.5 mm mesh sieve. A
30 mg sample of each preparation was loaded
into a quartz sample tube (IJ:4 mm),
designed for spectrometry. The sample tubes
were positioned within the resonator's
magnetic field, and the signal was recorded.

All studies were conducted in three
replications.
EPR spectrometry was performed

immediately after irradiation, and then at 7,
14, and 28 days, and at 3 and 6 months to
assess signal decay kinetics. Statistical data
processing, using Student's t-test, was
performed with Microsoft Excel 2022
software. The data reliability relative to
control is p < 0.05.

EPR spectrometry

EPR spectra of the gamma-irradiated
samples were acquired immediately post-
irradiation using an ESR70-03 XD/2
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spectrometer (Minsk, Belarus) operating at
X-band microwave frequency of 9.4 GHz.
The EPR spectrometer parameters
during the measurements were as follows:
— middle of the field — 3350 Oe;
field range — 1000 Oe;
modulation frequency — 100 kHz;
— modulation — 4 Oe;
— microwave power — 50 mW;
gain factor — 50;
spectrum acquisition time — 600 sec.

G-factor calculation
The G-factor was determined using the
following formula [8]:

hv = g, B, (1)

where h 1is Planck's constant; v is the
microwave frequency of the X-band; pg is the
Bohr magneton; B is the set point of the
magnetic field (E).

The g-factor is a crucial parameter in
EPR spectrometry, used to determine the
electron spin and  characterize  the
paramagnetic center under investigation.

Quantitative analysis of EPR spectra

Quantitative EPR spectral analysis
involves determining the concentration,
distribution, and interactions of paramagnetic
centers within a sample. EPR spectra
quantitative analysis may be divided into
several stages:

1. Normalized intensity of a standard
sample was determined by double integration
of its peak area. The paramagnetic centers
number in the standard sample is given by the
manufacturer (All-Russian Scientific
Research Institute for Physical-Engineering
and Radiotechnical Metrology) and is 10"
Quantification of paramagnetic centers was
performed using a standard sample of
magnesium oxide doped with Mn*" (Reg.
No. 67380-17).

2. Normalized intensity of a tested
sample was determined by double integration

of its peak area.

3. The concentration of paramagnetic
centers in the samples was determined using
the following formula [8]:

c, = )

where C, is the paramagnetic centers
concentration in the test sample; Iy, 1s the
normalized intensity of the test sample; Iy 1s
the normalized intensity of the standard
sample; Cg 1s the paramagnetic centers
concentration in the standard sample.

Results and their discussion

Registration of EPR spectra

The study was conducted by recording
the EPR spectra for all samples immediately
after irradiation. Figure 1 shows the recorded
spectra of some samples.

The increasing EPR signal intensity
with higher radiation doses demonstrates the
potential of EPR spectrometry for detecting
irradiation. The control sample exhibited a
small, naturally occurring peak attributed to
free radicals formed during plant's growth and
exposure to sunlight. The control sample
exhibited an amplitude of 495 relative units.
Irradiation at 200 Gy increased the amplitude
by 92 % relative to the control, reaching 950
relative units. The signal amplitudes were
1220, 1260, and 1150 relative units for
irradiation doses of 400, 800, and 1000 Gy,
respectively. The sample irradiated at
1000 Gy showed a lower peak intensity
compared to samples receiving lower doses.
We assume that this is due to an error during
irradiation. It's important to note that doses
below 1 kGy are generally difficult to analyze
using EPR spectrometry. The g-factor,
measured where the derivative curve crosses
the zero line, was 2.0048 for all samples. The
data obtained indicate the presence of carbon
containing radicals.
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Fig. 1. EPR spectra of wheat seed samples recorded immediately after irradiation

EPR signal decay kinetics

EPR spectrometry was used to assess
decay kinetics by measuring the samples at
various time points after irradiation. The
following time points were selected: 7, 14, 28
days, 3, 6 months after irradiation. Samples
were stored in a quartz tubes protected from
light for the duration of the study. Figure 2
shows the EPR signal decay kinetics in wheat
seeds irradiated with a 1000 Gy dose.

The EPR signal shows attenuation over
time. The observed attenuation is due to the
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decay of free radicals formed by irradiation.
The signal attenuation takes place within the
first 14 days following radiation exposure
process. This is caused by the fact that
irradiation generates a large number of short-
lived radicals, resulting in a significant
reduction in EPR signal intensity during the
first 14 days. A slight decrease in signal
intensity 1is observed, as irradiation also
produces more stable radicals with lifetimes
of up to 1 year [9], and in some cases even
longer [10].

Immediately after irradiation
After 7 days
After 14 days

3280 3300 3320

3340

3360 3380 3400 3420

Magnetic field, Oe

Fig. 2. EPR signal decay kinetics of a wheat seed sample irradiated with a 1000 Gy dose
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Number determination of paramagnetic
centers

To achieve a more accurate analysis, the
spectra of all samples were double-integrated
to determine the area under the peak values.
The number of paramagnetic centers in each
sample was calculated using formula 2.
Spectra integration and plotting were
performed using OriginPro 2018 software.
The results are shown in the Fig. 3.

According to the graph, the decay of
paramagnetic particles is observed over time.
As previously noted, the most significant
signal attenuation is observed within the first
14 days across the entire doses range. Further,
a slight attenuation is observed. Storage

conditions play an important role in signal
attenuation. In this study, the irradiated
samples were stored at atmospheric pressure
and room temperature inside a quartz tube.
This could have affected the signal drop. A
decrease in free radicals is also observed in
the control sample, which is a natural
occurrence since the control initially
exhibited a small signal generated naturally
during the growing season.

The data obtained in this study on the
kinetics of EPR signal attenuation in
irradiated wheat seeds, along with the
quantitative analysis of paramagnetic centers,
substantially enhance the understanding of
previously studied effects [11, 12].
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Fig. 3. Kinetics of free radical decay over time

Conclusion

This study explored the possibility of
using EPR spectrometry to detect whether
wheat seeds have wundergone radiation
treatment. The experiments confirmed that
EPR spectrometry is an effective method for

detecting irradiation of wheat seeds within the
dose range of 100 to 1000 Gy. The results
demonstrated that the EPR signal intensity
increases as the irradiation dose increases.
However, this method 1is unsuitable for
accurately determining the radiation dose in
wheat samples within the studied range, as
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the differences in signal are not sufficiently
distinct. The g-factor, measured where the
derivative curve crosses the zero line, was
2.0048 for all samples. The data obtained
indicate the presence of carbon containing
radicals.

A study of decay kinetics revealed that
the EPR signal intensity weakens over time,
with the most significant decrease occurring
within the first 14 days after irradiation. This
is due to the decay of short-lived radicals
formed during the irradiation. Subsequent
attenuation proceeds at a slower rate,
attributed to the presence of more stable
radicals.

The paramagnetic centers quantity was
also determined, confirming the potential of
EPR spectrometry for quantitative analysis of
irradiated wheat samples.

Thus, EPR spectrometry has
demonstrated its effectiveness as a method for
detecting radiation treatment in wheat seeds
and assessing the radiation dose. Further
optimization of analytical methods is needed
to improve the accuracy of dose
determination within the 100-1000 Gy range.
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Development of a model for calculating heat flows for use in the design
of a Dewar assembly for infrared modules
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The article discussed a generalized and improved model for calculating heat inleaks
when developing a Dewar assembly for infrared modules. In this work calculations and
experimental data were compared. The main sources of heat inleaks were identified, and points
that can be neglected were noted. Points for further development of the calculated model were

defined.
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1. Introduction

While designing cooled matrix infrared
modules, the Dewar assembly plays a crucial
role, as its design and used materials affect
the heat load on the cryocooler.
Consequently, the proper Dewar design
affects the overall module's power
consumption, and in some cases, even the
choice of cryocooler itself, which also affects
the module's dimensions. While designing a
Dewar assembly, input parameters are
considered, such as the dimensions of
module, Focal Plane Assembly (FPA) with
the Read-Out Integrated Circuit (ROIC) and
the metal-ceramic unit. Subsequent design
work focuses on optimizing thermodynamic
and mechanical parameters of the Dewar and
the final device as a whole.

The main source of heat inleaks is
thermal conductivity along the coldfinger.

This part can be reduced only through the
geometry and material of the coldfinger.
The geometry of the coldfinger (in most
cases) includes its length and cross-sectional
area. Choosing the right geometry is a
complex problem, as it involves many factors
that depend on each other. First of all,
increasing the length of coldfinger helps to
reduce heat flow along it, and also allows to
use larger regenerative heat exchanger
(regenerator), which will make a positive
effect on the performance of the cryocooler.
But the length of the regenerator is limited,
firstly, by the overall dimensions of the final
device, and secondly, by the mechanical
properties of the construction. Mechanical
properties also impose restrictions on the
diameter of the coldfinger, and as a result on
the surface area through which heat transfer is
performed. An alternative way to reduce heat
transfer through geometry is to reduce the
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wall thickness, but previously RICOR
specialists [1] identified optimal thickness
values for several coldfinger materials.

The second largest heat load is the heat
inleak through radiative heat transfer. In the
vacuum gap between the outer wall of the
Dewar and the coldfinger, heat is transfered
by radiation from the more heated surface of
the Dewar to the coldfinger, which has a
different temperature in its area from
cryostating temperature (depending on the
cryocooler, temperature can be in the range of
4.2-150 K) to the temperature of the Dewar
close to the ambient temperature (up to
75 °C). Temperatures make the most
significant contribution to the value of heat
flow, which is obvious from the Stefan-
Boltzmann law, but the only way to reduce
heat input by temperature is to increase the
cryostating temperature or reduce the
operating temperature of the final product.
Often, these parameters are set for the device
before designing the Dewar and couldn’t be
adjusted. Therefore, at the design stage, it is
possible to reduce heat flows through
radiation only by changing the geometry, by
changing the interacting areas and the
material of the Dewar and coldfinger.

Heat inleaks from the ROIC and FPA is
also taken into account. If the cooled device has
already been manufactured and can be mounted
in Dewar, then it is possible to obtain a heat
flow experimentally measuring the difference
in heat flows with the device turned off and on.

A lesser contribution is made by heat
inleaks from the external environment
through the outputs to the contact pads and
heat influxes due to residual gases.
Calculation of heat influxes due to residual
gases showed that their values are several
orders of magnitude lower (about ~300 pW)
than the contribution from other sources of
heat inleaks described above.

2. Coldfinger heat conductivity

As follows from paragraph 1, heat
inleaks due to thermal conductivity make the

greatest contribution to the total amount of
heat inleaks of the Dewar, which means that it
is vital to start modifying the calculation
model from them. Usually, heat flows due to
thermal conductivity are calculated according
to the dependence:

S.
th:kqvfx(n_ﬂ)xfﬂ (1)
of

where A, — thermal conductivity of the
coldfinger material, 7;, u 7, — temperatures of
the hot and cold ends of the coldfinger
respectively, S, — cross—sectional area of the
coldfinger, h, — length of the coldfinger.
Commonly, values at normal climatic
conditions (NCC) are taken for thermal
conductivity, but in a reality, the temperature
of the coldfinger along the length varies
significantly, as does the value of thermal
conductivity from temperature.

In the proposed model, integral value of
the thermal conductivity function from the
temperature of the material in the range from
T. to T, is taken as thermal conductivity.
The lack of thermal conductivity values at
cryogenic temperatures for many materials
adds difficulties to calculations. However, for
some materials often used in cryogenic

technologies, there 1is a library [2] of
functions for thermal conductivity, heat
capacity, Young's modulus and linear

expansion coefficient. Also, for materials
with known tabular values in the field of
cryogenic temperatures, an approximation can
be performed and the resulting function can
be used as the initial one. For materials
unexamined in the field of cryogenic
temperatures, it is possible to approximate the
available values in the first approximation,
but it is worthwhile to carefully consider the
possible abnormal behavior of the function,
especially when approaching the temperatures
of liquid helium.

Another value that needs to be adjusted
is the temperature of the hot end of the
coldfinger. It is usually assumed to be equal
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to the ambient temperature. As a part of the
work, an experiment was conducted to
measure the housing temperature during
running time. The cryocooler Cryo 1000,
manufactured by RD&P Center Orion, was
put into operation for 48 hours at
environmental temperature of 22 °C, after
which the temperature of the coldfinger at the
junction with the cryocooler housing was
measured. The temperature was measured
with a pyrometer and a thermocouple, and as
a result, a value of 32.5 °C was obtained, so a
correction was made and the temperature of
the hot end was considered to be equal to

I, =E  +71,1=105°C (2)

where T, ambient temperature, T -
correction factor value. Cryocooler can
operate in a wide temperature range from
-50°C to +65 °C, therefore, based on the
results obtained, the housing was simulated at
boundary operating temperatures. Simulation
with the same operating mode showed that
the correction factor differs by 0.1 °C at the
boundary points, which is insignificant.
In fact, when the operating mode is fixed, the
heat flow from the compression volume is
fixed, the material and geometry of the
housing do not change and the temperature
change depends only on the convective heat
exchange of the walls with the external
environment. In the future, it is planned to
supplement the model with the dependence of
the thermal load created in the compression
volume depending on the ambient
temperature, since as it increases, the rotation
frequency of the electric motor increases and
thus the heat flow transmitted from the
compression volume to the cryocooler
housing and the infrared module as a whole.

3. Radiation

Housing of the FPA is a Dewar of finite
size, therefore, it is customary to calculate
heat inleak due to radiative heat transfer

according to the model of radiation heat
transfer between the body and the shell
(in some sources for a system consisting of
two bodies, one of which 1s non-bent, and the
other irradiates itself (bent)) [3]. To simplify
further consideration, we denote all the values
related to the outer wall of the housing of the
"out" index, and the inner one, which is the
outer wall of the holder with the "in" index.
Obviously, in our system, the heat flow is
directed from the outer wall to the inner wall
and is calculated using equation:

Ous =0x(T, ~ T} )xe, xF,, 3)
where ¢ — Stefan-Boltzmann constant 5.7x10~
S W/(m*K*), Ty — temperature of the outer
wall, T}, — temperature of the inner wall, ¢, —
reduced emissivity coefficient, F;, — area of
the inner wall. The reduced emissivity

coefficient in this model is calculated using
equation:

g, = )

where F,,; — arca of the outer wall, g;, —
emissivity coefficient of the inner wall, &,,,; —
emissivity coefficient of the outer wall.
Obviously, in this model, as in radiation heat
transfer in general, temperature makes the
greatest contribution to the value of the heat
flow. In this case, the temperature of the
coldfinger along its length varies from the
cryostating temperature (depending on the
cryocooler 4.2-150K) to the ambient
temperature. Therefore, in order to obtain the
correct values of heat flows, it is necessary to
know temperature distribution along the
length of the coldfinger, which is a difficult
experimental ~ issue, since  coldfinger
simultaneously acts as the wall of the Dewar
and the wall of the expansion volume of
cryocooler. But since the temperature at the
cold end corresponds to the cryostating
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temperature, and the values at the hot end are
obtained in paragraph2, then as an
approximation, the temperature distribution
over the holder can be obtained by solving the
equation of stationary thermal conductivity.
Using the Ansys package, importing a 3D
model of the coldfinger, we set the boundary
conditions: temperature of the cold end,
temperature of the hot end, thermal

conductivity dependance from temperature
for coldfinge material, and we obtain a
solution using the finite element method
(FEM), then integral temperature of

coldfinger is calculated, i.e. the inner surface
of the T;, (Fig. la). Temperature of the outer
wall is taken as the ambient temperature,
taking into account the correction described
in paragraph 2.
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04 ——— Cryo 3000
1 ——— Thales 9mm
] —— Thales C0012
o] | |
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Figure 1. Temperature distributions along the coldfinger: a) temperature distribution obtained
in the Ansys package by FEM; b) temperature dependence on the coordinate for different coldfingers;
c) comparison of the distributions obtained from thermal conductivity equation and FEM
on coldfingers without hybrid rings

For comparison, several coldfinger
designs were taken (two manufactured by
RD&P Center Orion and two manufactured
by Thales, France) and the temperature
dependence along the coldfinger was acquired
for various materials (AISI 316, 321, L605).
According to the results obtained, the main
difference in temperature distributions was
revealed. This difference is related to the

features of production technologies, namely,
method of attaching disk to the tube. In the
case of Thales coldfingers, hybrid soldering
rings are used, which cause tube to thicken
and, as a result, the temperature profile
differs, namely, a plateau appears at the site
of the thickening (Fig. 15). Respectively, such
coldfingers cannot be calculated within the
framework of the thermal conductivity
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equation of the tube due to its more complex
shape and inhomogeneous materials. If hybrid
rings are not used, then it is allowed to use the
solution of the thermal conductivity equation
for the tube. In this case, the temperature
distributions differ slightly (Fig. 1¢), by 0.6 %
(170 uW at normal climatic conditions),
while greatly simplifying the implementation
of the computational model.

4. ROIC and outputs

ROIC interacts with the environment
through metal outputs, therefore part of heat
flows to ROIC from outside through metal
outputs, due to the temperature difference at
their ends. Calculations are carried out
according to formula (1). Practicability of
calculating with the corrections described in
paragraph 2, concerning the use of integral
quantities, should be considered relative to
the resulting value of heat flows without these
corrections, depending on the design of the
Dewar. In modern infrared modules, the
difference between the heat inleak from the
coldfinger and outputs is at least an order of
magnitude, so the contribution of thermal
conductivity corrections may not be crucial.
As part of the work, an assessment was made
to evaluate the correction influence on the
thermal conductivity dependence on the
temperature for materials commonly used in
soldering  outputs (gold,  platinum).
The following initial parameters were selected:

e Diameter — 30 pum;

Totallength of outputs — 15 cm;
Outputs quantity — 50;
Temperature of cold end — 77 K;
Temperature of hot end — 300 K;

As a result, for these initial parameters
when using gold, a difference of 400 pW was
obtained, i.e. 2.45% of the value of heat
inleaks due to the conclusions and
0.13-0.26 % of the total value of heat inleaks
at FPA. And for platinum, 4 uW, 1.e. 1.08 %
of the value of heat inleaks due to the
terminals and less than 0.003 % of the total
value of heat inleaks at FPA. Accordingly, for
such initial parameters, the use of correction
1S not necessary, especially when using
platinum, because based on the available
data [4-6], thermal conductivity varies
slowly from a temperature in the range of
200-400 K, and the approximation of the data
allows us to judge the same nature of the
change in thermal conductivity up to 77 K.
But when considering large diameters,
lengths, and the number of pins, it is worth
noting that the correction contribution will
increase in proportion to the number of pins
and the square of the diameter, while the
dependence on the length of the pins is
inversely proportional. Accordingly, for most
modern infrared modules, correction for
thermal conductivity of the output material
can be ignored, and when calculating other
structures, it can be evaluated relative to the
initial data.

5. Model approbation

According to the results of calculations
based on classical model and modified,
Dewar of the FEM16-03 mass-production
item, a decrease in heat inleaks due to thermal
conductivity in the modified model by 17.6 %
and by 5.6 % due to radiation was obtained.
The calculated value was 243.5 mW, which
brought it closer to the values measured on
serial products.

Classical model Modified
Heat inleak from FPA and ROIC 40 mW 40 mW (did not change)
Heat inleak from outputs 14.1 mW 13.8 mW
Heat inleak from coldfinger thermal conductivity 176 mW 145 mW
Heat inleak from radiation heat transfer 47.4 mW 447 mW
Total heat inleak 277.5 mW 243.5 mW
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6. Conclusions

Work has been carried out to adapt the
classical model for calculating heat inleaks
for Dewar assemblies of infrared modules.
As a result of the adjustments, the values
obtained have become closer to those
measured on mass-produced devices, which is
sufficient for evaluation during design
development and material selection. It is
revealed that when using hybrid rings when
welding the coldfinger, in order to predict
heat inleaks, it is worthwhile to calculate
using the finite element method due to the
heterogeneity of the cold end of the
coldfinger. Also, the choice of the complexity
of the model for accounting for heat flows
from the outputs depends on the device (the
number of outputs, their length and cross-
section area). For a more accurate assessment
and prediction of heat inleaks, -certain
improvements  are  required, namely,
accounting for the operation of the reverse
Stirling cycle in the regenerator and changes

About authors

in the temperature of the coldfinger tube, as
well as more accurate accounting for the
contribution of heat inleaks from compression
volume and stator to coldfinger.
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The paper presents experimental studies of lasing of a broadband (100 pm)
semiconductor laser in an external resonator based on a planar waveguide structure
with a Bragg grating. The planar waveguide structure was fabricated on Si substrates
with a Si0,:GeO, waveguide layer with a contrast of 2.4 %. The waveguide layer film
was obtained by sputtering germanosilicate glasses GeO(0.5):5i0,(0.5) and
Ge0(0.5):8510(0.5) with argon ions on cold Si(100) and fused quart; substrates in high
vacuum. The operating modes of the ion source required for the formation of
germanium nanocrystals in GeO:SiO and GeOQ:Si0; films were found. Then the films
were annealed at temperatures up to 900 °C. The presence and phase composition of
germanium nanoclusters in the films satisfied the necessary conditions for laser
generation and the distribution of radiation in the far zone depending on the relative
position of the planes of the LD waveguide and the waveguide of the external planar
structure. It is shown that the high-order transverse mode predominates in laser
generation, with a significant decrease in the spectral width of the radiation and
stabilization of the spectrum in the entire range of operating currents. Laser generation
on the nonradiative and leaky waveguide modes of the external planar structure is
demonstrated.

Keywords: ion sputtering; laser generation; planar waveguide; waveguide mode; leaky
mode.
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Introduction Semiconductor lasers have proven to be in

demand in such branches of science as

Semiconductor lasers due to their high  materials processing, biomedicine,
efficiency, small size and  high navigation, telecommunication, protection of

manufacturability have become the most facilities, as well as in many related sectors.
widespread among the coherent light sources. According to  the  output  power,
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semiconductor lasers can be divided into
low-power and high-power lasers. The former
are mostly used in telecommunication
applications, the latter are widely used in
sensorics, biomedicine, navigation and
materials processing.

The high-power lasers include lasers
with an output power from several dozens
milliwatts or higher. The simplest high-power
lasers are lasers with wide contact. Due to the
simplicity of design, such lasers are widely
used, however, they have a significant
drawback that severely limits their use.
Due to the large length and wide contact due
to which makes it possible to obtain high
laser power, wide spectra of longitudinal and
transverse modes are actuated, moreover,
uncontrolled filamentation of the active area
occurs [1-3]. Together, these factors greatly
reduce brightness of the semiconductor laser.
This condition is an obstacle to the use of
such lasers in a wide range of applications
in which there are no other competitors

General view of the
ion source

by remaining criteria. In this regard, the
selection of longitudinal and transverse
modes is relevant for such lasers. To solve
such problems along with special designs
of laser diode, different designs of
external resonators are used. Two-arm
resonators (or V-resonators) [4-8] are quite
effective geometries of external resonators,
in each Q-factor of one of the transverse
modes  increases. To  achieve high
effectiveness of such resonators, it 1S not
enough to ensure only return angle of the
feedback rays [8], it is also necessary to
ensure spatiospectral filtration of the feedback
radiation [4]. The method of spraying
waveguiding layer, in contrast to the
previously used methods [9-11], also applies
to the solution of this problem. Method of
ionic sputtering of target with the required
composition with an ion source was applied
earlier and described in previous works
[12-14]. Figure 1 shows a scheme for
producing GeO,:Si0, films.

Substrate
cooling
I

Ar input
~  —
~
;- £
Voltage (U+) =7 \\ \
input /f { \

/ /
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—-—- Target
cooling

Plasma cloud Tonic flux

Fig. 1. Diagram of Si0;:GeO; target spraying device

Sputtered waveguiding layer features

The designs of external resonators
consist of number of external elements which
require accurate adjustment with each other
which often leads to the dependence of

radiation parameters on external mechanical
impact. In this regard, structures with one
external elements performing functions of
spectral, phase and spatial selector are of
interest. This approach was implemented, for
example, in the following works [15, 16].
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The proposed designs used a planar digital
hologram. The simplest hologram variant is
Bragg grating. For high-power lasers such
structures are implemented in the form of
volumetric Bragg structures [17-20], which
demonstrated high efficiency. To implement
the design of the above structure thin films
GeO; SiO and GeO:SiO, were obtained by
simultaneous sputtering of a composite target
of GeO, and SiO, using an Ar ion beam,
energy of which varied from 2 to 4 KeV
depending on the required film properties.
The power of the ion beam that sprayed
the target was chosen in a way that deposition
rate of both components was equal.
It is known that when sputtering GeO, target

109
to the substrate, GeOy, layer deposits
with a stoichiometric parameter X~ 1.

Films deposited at a temperature of 100 °C to
the substrates made of fused silica and
Si(100). Thickness of films was ~ 750 nm.
Then the films were cover with SiO,
protective layer with a thickness of 10 nm
to avoid evaporation of germanium monoxide
during the anneal process [21]. After the
satisfactory results have been obtained
for spraying S10,:GeO, films with a suitable
composition to study LD laser generation
with a feedback mirror based on waveguide
Bragg grating, a planar waveguide
structure on a Si-substrate was manufactured

(fig. 2).

SiOz, n; = 1.4625, h3 =1 pm

/ Upper cladding

Si02:Ge0z, N2 = 1.508 (3 %), ho = 0.75 um

€—— Waveguiding layer

SiOs, n; = 1.4625, h; = 14 um

6"‘-—-—-_

Lower cladding

«<——— Substrate

Fig. 2. Structure of the planar waveguide was used in the experiments

The structure was calculated to actuate
one waveguide mode and consisted of two
SiO, cladding layers and one SiO,:GeO,
waveguiding layer. The bottom cladding layer
with a thickness of h=14 um isolated a
waveguide mode from Si-substrate, upper
layer with a thickness of h= 1 um protected
the waveguide from environmental influence.
Waveguiding layer was manufactured from
Si10,:GeO, with index of refraction n = 1.492
which made up a 2.4% contrast to the index
of reflection of the bottom cladding. The
waveguiding layer thickness was equal to
h=0.75 um. It follows from the calculation
that the length of the main mode by field

amplitude at the 1/e is approximately 1.8 pm.
In terms of field intensity, the field width is
approximately 1.3 um. This structure
supports only one waveguide mode, other
modes, actuated in the structure, are leaking
modes to Si-substrate. The attenuation of
cladding modes is by 9-10 orders of
magnitude greater than the attenuation of the
main mode propagating through the
waveguiding layer. Bragg grating with a
period of A = 360 nm was manufactured in
the waveguiding structure by etching
periodically arranged grooves on the surface
of the waveguiding layer (layer Si0,:GeO,).
Etching depth was 40 nm. The Bragg grating
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was at a distance of 1 mm from the receiving
ring of the planar waveguide, grating length —
1.6 mm.

Laser generation

A study of the laser generation of the
diode laser with Bragg grating showed the
possibility of stable generation with currents
up to nominal l,;;=2 A on two spectral lines:
1059.4 nm and 1067.1 nm (fig. 3).

Generation at wavelength
A=1067.1 nm is possible in the entire
operating wavelength range. At wavelength
A =1059.4 nm, the generation is conducted
only at continuous pumping currents of
400-500 mA, half the rated current | < |,4/2
(l,at=2 A). At high pumping current, the
generation spectrum consists either of one

line A = 1067.1 nm or simultaneously of two-
line 1067.1 nm and 1059.4 nm. In this case,
the appearance of wavelength A = 1059.4 nm
in the generation spectrum occurs only when
the planar waveguiding structure is shifted
along the direction perpendicular to the planar
waveguides plane by Az = 1.2-3.3 um upward
relative to the position in which generation
occurs on the spectral line A = 1067.1 nm.

As indicated, agitation of two spectral
bands happens only at pumping currents
exceeding | > 0.5l5 (1> 1 A). In these cases
the mode intensity at a wavelength of
1067.1 nm is approximately 3-59% of the
mode intensity at A = 1059.4 nm. This is fair
for all cases, except for the case of vertical
adjustment at Az = 3.3 pum. In the last case the
intensities of both spectral bands are
approximately the same (fig. 4.).

70' |1=2 A ‘(1059.4 nm
60 4
1 o~ 1067.1 nm Fig. 3. Laser generation spectra of the diode
) 50 ] laser with planar waveguiding Bragg grating at
> 40 - nominal control current I =2 A with different
= mutual arrangement of LD waveguide planes
% 30 l and external structure (blue curve: alignment
E 20 of the LD planes and external structure
1 waveguide plane; purple curve:
101 disalignment of planes by 1.2 uym; gray curve:
0 ' . : . . . . disalignment of planes by 3.3 um)
1045 1050 1055 1060 1065 1070 1075
Wavelength, nm
) E
=24 1059.4 nm
30
=
;2 201 1067.1 nm Fig. 4. Laser diode generation spectrum
z at vertical disalignment of LD waveguide
2 and external structure waveguide planes
~ 101 by Az =3.3 um
0 — — —
1045 1050 1055 1060 1065 1070 1075

Wavelength, nm
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The presence of two spectral bands of
laser generation appears to be associated with
actuation of the main and first cladding
modes of the planar waveguide. Within the
framework of this mode, the generation
wavelength of 1067.1 nm corresponds to the
main mode of the planar waveguide, at the
same time, the wavelength of 1059.4 nm
corresponds to the cladding mode. By the
difference in generation wavelengths, it is
possible to determine the difference in
effective reflection indicants actuated in the
planar modes waveguide:

C =N

Aot =708

where Ay and A; — generation wavelengths
(Bragg wavelength: A, =2An’, A, =2An)), n,
and n, — effective reflection indices of the

planar waveguide modes.

In our case A;—A,=7.7nm, which
according to the equation (1) corresponds to
the difference in effective reflection indices
An"=0.0107.

Conclusion

It was shown that using the method of
ionic sputtering of composite GeO, and SiO,
target you can obtain waveguide layers
suitable for research. Based on the proposed
technology, the laser generation of a wide-
band semiconductor laser diode with a planar
waveguide Bragg mirror in the external
resonator was studied. When using a
waveguides with a contrast range of 3 % and
a lensless connection between the LD and
planar waveguide, it was shown that the laser
generation 1s stable up to the nominal
pumping currents of LD. Laser generation
was observed, the intensity distribution in the
far filed which corresponds to the
predominance of a high-order transverse

mode with a transverse period of about
12 pm.
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The switching dynamics of a silicon wafer from low temperature to high temperature
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equilibrium. The simulation of the switching process in the silicon wafer has been
considered with regard to radiative absorber temperature versus temperature of heater.
The comparison of the experimental data and the calculated results has been made.
It is shown that when the control switching signal values on the lamp block of the
reactor exceed the critical value, the effect of critical delay (slowing down) has been
observed, significantly increasing the switching time of the wafer.
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Introduction bistability during radiative heat exchange was

reported in [3] for a silicon wafer within the

In recent decades, the phenomenon of
optical bistability has been extensively
studied due to its relevance to the
development of optical logic devices [1].
Theoretical work in [2] demonstrated the
potential for temperature bistability to occur
during natural radiative heat exchange in a
material whose emissivity sharply increases
with temperature. The initial experimental
observation of temperature and optical

thermal reactor of a rapid thermal processing
setup, where a comprehensive theoretical
analysis of this phenomenon under steady-
state heat exchange conditions was also
performed. The time required to achieve a
steady-state heat exchange mode between the
wafer and the thermal reactor components,
depending on the heater temperature, ranges
from 5 to 10 minutes. However, the duration
of rapid thermal processes in
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microtechnology, for which this effect is
intended, currently ranges from 10™ to 10°s
[4, 5]. These processes take place under non-
stationary conditions, making it essential to
understand how the bistability effect behaves
during such brief thermal process durations.

The objective of this study 1s to
experimentally and theoretically investigate
the dynamics of switching a silicon wafer
from a low-temperature to a high-temperature
state in a bistable heat exchange mode
between the wafer and the components of the
thermal reactor in a rapid thermal processing
setup.

Thermal reactor model

An experimental study of the switching
dynamics of a silicon wafer was conducted
using a thermal gradient wafer processing
system, which is described in detail in [6].
The block diagram of the installation’s
working chamber is provided in [6], while a
schematic of its reactor is shown in Fig. 1.

In the steady-state mode, the wafer
temperature was measured with a cromel-
alumel thermocouple, while its optical

properties were monitored using an M680
pyrometer equipped with a silicon sensor,
following the method outlined in [3]. In the
non-stationary mode, temperature
measurement with the thermocouple proved
ineffective due to its response lag, and only
the optical properties of the wafer were
directly monitored using the pyrometer.
The correspondence between the pyrometer
readings and the wafer temperature was
determined through calculations based on the
method developed in [3].

Absolute black body

T, | Silicon wafer |

1 lAbsolute black bodyl l
T, Absorber

—_—
Water flow

Fig. 1. Model of a thermal reactor
for a thermal-gradient wafer processing setup

Experimental results

The experimental procedure is shown in
Fig. 2. Figure 2b displays a steady-state
thermal hysteresis loop representing the
heating process (red solid line curve) and
cooling process (blue dotted line curve) of a
silicon wafer inside a thermal reactor (refer to
[3]). The figure 2a shows the pyrometric
curve corresponding to the temperature
hysteresis loop. Following the preheating of
the wafer (point 0 on the temperature and
pyrometric transfer characteristics), a series
of staircase waveform voltage signals with
progressively increasing amplitude is applied
to the lamp unit. It is assumed that at low
amplitudes, the silicon wafer stays in a low-
temperature state until reaching a specific
critical amplitude AU _, after which it shifts

to a high-temperature state (point F). This
transition corresponds to the critical delaying
(or slowing down) effect described in [7-9].
When the switching signal amplitudes
approach critical values, the time required for
the wafer to transition from a low-
temperature state to a high-temperature state
can become significantly prolonged.
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Fig. 2. The representative point shift from the low-temperature branch (position 0)
to the high-temperature branch (position F) of the silicon wafers transfer characteristic occurs when
a step voltage is applied to the lamp unit of the rapid thermal processing setup.
(a) pyrometric characteristic; (b) temperature transfer characteristics

Fig. 3 shows how the readings of two
different pyrometric sensors vary over time
when the wafer is subjected to a sudden
change in the flux density of incoherent
radiation. The first sensor measured lamps
radiation, while the second sensor, positioned
beneath the silicon wafer, detected the
combined radiation transmitted and the
wafer’s own radiation. The readings from the
first sensor are represented by the staircase
curves in the upper part of the figure.
The amplitudes of the switching signals are
shown in the figure legend and correspond
to the different colors of the curves.
The pyrometric curves recorded by the
second sensor positioned beneath the wafer
are displayed at the bottom of the figure.
The curves recorded by the first and second
sensors share the same colors for
corresponding  amplitude  values AU.

The interpretation of the second pyrometer’s
readings is described in [10]. Four distinct
sections may be identified on the pyrometric
curves recorded by the second sensor.
In the first section, a sharp peak is observed,
corresponding to a voltage surge in the
lamp unit. During the second section, the
pyrometric signal decreases from its peak to
its lowest point, indicating that the silicon
wafer’s absorptivity increases while its
transmittance  decreases =~ with  rising
temperature. In this area the flux density
of the transmitted radiation exceeds that
of the wafer’s own radiation. The third
section represents the increase of the
pyrometric signal from its minimum level to
the value corresponding to the wafer’s steady-
state temperature. In this section, the flux
density of the wafer’s own radiation surpasses
that of the radiation transmitted through it.
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Fig. 3. Pyrometric curves taken by the radiation sensors of the M680 pyrometer.
The upper curves represent the radiation from the lamps, while the lower curves correspond
to the combined radiation: the portion that passed through the silicon wafer along with the wafer’s radiation

Simulation of the switching process
of a silicon wafer and discussion
of the results

Figure 4 presents set of curves illustrating
how the temperatures of the silicon wafer and
the absorber (assuming the absorber's
temperature varies during heat exchange with
the silicon wafer and the heater), as well as
the signal from the pyrometer positioned
beneath the silicon wafer, change over time
following a sudden rise in the heater
temperature from 300 K to the maximum
value Tjmax. The value of 7).« varies from
1220 K, where the wafer stays in a low-
temperature state, to 1255 K, at which point the
wafer quickly transitions to a high-temperature
state. The temperature variations of the
silicon wafer and absorber over time were
determined by solving a system of transient
heat balance equations for the wafer and
absorber, which were derived in [11] using the
gray body approximation. In the calculations,
the silicon wafer thickness was assumed to be
450 ym. The remaining parameters were
chosen to maximize the similarity between
the theoretical and experimental pyrometric

curves. i, =50 W/(m>K), & = 80 W/(m’K),
¢.p.d, =5x10° J/(m*K), T, = 300 K.

The analysis of Fig. 45 indicates that
the critical maximum heater temperature
Thmax  falls between 1220 and 1221 K.
At Thmax = 1220 K, the silicon wafer remains
in a low-temperature state (black curves),
while at T« = 1221 K, it shifts to a high-
temperature state, although with a significant
delay of ~ 3000 seconds. In Fig. 4a, the low-
temperature state is represented by the highest
(black) pyrometric curve, indicating the
wafer's translucent state. The switching of the
plate in Figure 4a corresponds to the purple
curve, and the jump in the plate temperature
during its switching corresponds to a sharp
minimum on the pyrometric curve. An
additional increase in temperature, up to
Thmax = 1228 K, does not alter the shape of the
temperature and pyrometric curves. It only
shifts the temperature jump associated with
the wafer's transition to the high-temperature
state to the left along the time axis.
Simultaneously, the maximum temperature of
the silicon wafer, around 1200 K, remains
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practically unchanged. Further increasing
Tymax not only shortens the wafer switching
time but also results in a rapid increase in its
maximum temperature. Thus, a rise in Tjpax

by 17 K, from 1228 to 1255 K, results in an
increase of 200 K in the maximum
temperature (as shown by the red curves in
Figures 4a and 4b).

3.5

2.5

—— Tjmax = 1220K ]
—— Tpmax = 1221 K |
Thnax = 1222 K
Thnax = 1224 K |1
Thmax = 1228 K
Timax = 1255 K |1

~ Pyrometer signal, dimensionless units

S
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Fig. 4. The calculated time-dependent behavior of the pyrometer signal (a),
along with the temperature of the silicon wafer (solid lines) and the absorber (dashed lines) (b),
is shown during a stepwise increase of the heater temperature from 300 K up to Thmax

A comparison between the experimental
pyrometric curves (Fig. 3) and the calculated
ones (Fig.4a) indicates that the critical
voltage surge amplitude on the AU, lamp

unit lies between 41.26 and 43.85 V. The shift
in the minimum of the experimental
pyrometric curve as the switching voltage
amplitudes range from 43.85 to 47.57V
without any change in the value of the
pyrometric curve in the final section suggests
the presence of a critical delay in the
transition of the silicon wafer from
a low-temperature to a high-temperature state.

A further increase AU results in a significant
decrease in switching time and an elevation in
wafer temperature, aligning with the behavior
of the theoretical curves.

Conclusion

The paper explores the dynamics of
switching a silicon wafer from a low-
temperature to a high-temperature state as it
relates to the magnitude of the voltage surge
on the lamp unit of a thermal gradient wafer
processing system. A comparison between the
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experimental data and the results of numerical
simulations was conducted. It is demonstrated
that a critical value AU exists at which the

wafer switching takes place. Experimental
evidence has confirmed the presence of the
phenomenon of critical delaying (slowing
down) during plate switching in a thermal
reactor when amplitude values AU exceed
the critical threshold.

The paper has been prepared as part of the state
assignment of the K.A. Valiev Physics and
Technology Institute of the National Research
Center “Kurchatov Institute” named after.
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